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[요   약]

본 연구는 국민건강보험 표본코호트 DB의 세부 의료이용 내역을 활용해 암·뇌·심장질환 등 대표적인 3대 만성질환의 발생을 

예측하는 머신러닝 모형을 구현하고, 인슈어테크(InsurTech) 관점에서 건강보험의 가격책정(Pricing)과 인수심사

(Underwriting) 분야에  적용 가능성을 검토하였다. 이를 위해 데이터 기반의 변수 선택 전략을 통해 질환 발생의 주요 예측요

인을 식별하고, 집단별 상대위험도를 산정하여 기존 보험산업의 표준체와 비표준체 분류체계의 세분화 가능성을 평가하였다. 

분석 결과  예측 대상 질환에 따라 예측요인의 구성이 상이하고, 표준체와 간편고지체, 거절체 순으로 상대위험도가 체계적으로 

높아지는 양상이 확인되었다. 이는  보건의료 데이터와 머신러닝 기법 활용이 기존 보험산업의 위험분류 체계와 충돌되지 않으

면서도 고위험군 내부의 위험을 보다 세분화하여 개인 맞춤형 보험료 책정과 가입대상 확대에 기여할 수 있음을 시사한다. 

[Abstract]

This study develops a machine learning model predicting the incidence of cancer, cerebrovascular disease, and cardiac diseases 
using medical utilization data from the National Health Insurance Service cohort database (DB). Adopting an InsurTech 
perspective, we evaluate the model’s potential to enhance pricing and underwriting in health insurance. The data-driven variable 
selection identifies critical disease-specific predictors, while segment-specific relative risks are calculated to explore the refinement 
of traditional insurance risk classifications. Findings reveal distinct predictors by disease and systematically higher relative risks 
from standard to simplified-issue and declined groups, suggesting that predictive modeling using medical utilization data can refine 
risk stratification, thus enabling personalized pricing and an expanded underwriting.
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Ⅰ. 서  론

보험은 개인의 예기치 못한 건강 문제나 재정적 손실에 대

해 금전적 보상을 제공하는 기능을 한다. 이를 위해 보험사는 

보험상품의 개발과정에서 다양한 데이터를 바탕으로 위험요

인을 체계적으로 평가해 반영하고, 서로 다른 위험 수준을 가

진 가입자들의 보험료를 합리적으로 부과할 수 있도록 설계

함으로써 가입자 간 부담의 공정성과 보험재정의 안정성을 

추구한다. 

최근 급격한 인구구조 변화로 고령층과 유병자와 같이 상

대적으로 위험 수준이 높은 계층이 빠르게 증가함에 따라 보

험산업은 새로운 도전에 직면하게 되었다. 통계청 인구동향 

조사에 따르면 우리나라는 2024년 주민등록 인구를 기준으

로 65세 이상의 고령인구 비중이 20%를 넘어서며 초고령사

회로 진입했다. 또한 2023년 기준 가임 여성 1명당 합계출산

율이 0.72명으로 추계하며 인구구조 변화가 급속도로 진행되

는 상황이다. 이러한 인구구조 변화로 건강문제와 그에 따른 

재무적 불확실성이 높은 고령인구가 증가하며 건강보험의 보

장 수요는 증가할 것으로 전망되고 있다[1]. 반면, 보험산업

의 관점에서 인구구조 변화는 일반 위험률을 적용하는 표준

체 중심의 시장 감소를 의미한다. 또한, 상대적으로 위험 수준

이 높은 계층으로의 시장 확대는 보험계약 시 예상했던 것보

다 많은 보험금이 지급되는 보험위험의 가능성이 높아지는 

원인이 될 수 있다. 따라서 현재의 보험산업은 시장 정체에 

대응하여 가입 요건을 완화해 시장을 확대하면서도 보험위험

을 적절한 수준에서 통제하여 보험료 부담의 공정성과 보험

재정의 안정성을 달성해야 하는 상황에 놓여있다[2].

이러한 환경 속에서 보건의료 빅데이터와 머신러닝·AI 기

술을 접목한 인슈어테크(Insurtech)가 주목받고 있다[3]. 최

근 금융위원회는 인구구조와 기술변화 등 외부환경 변화에 

보험산업이 능동적으로 대응하고, 새로운 성장 동력을 마련할 

수 있도록 인슈어테크 활성화를 보험산업의 미래 과제 중 하

나로 제시한 바 있다[4]. 이에 따라 소비자 편익과 보험 산업 

혁신을 위한 지원이 본격화되고 있으며, 관련 생태계 조성이 

확대되고 있다. 특히 최근에는 개인 동의에 기반 데이터 수집

과 공공 보건의료 빅데이터 개방으로 보험산업이 활용할 수 

있는 의료 및 건강 데이터 접근성이 개선되고 있다. 여기에 

웨어러블·텔레매틱스 등 IoT 기술로 수집되는 생활 및 정보 

등 더 광범위한 데이터를 활용해 다양한 가입자의 특성을 이

해하고 위험 수준을 더욱 세분화된 상품 및 서비스를 제공할 

기회가 증가하고 있다. 실례로 건강증진형 보험이나 건강 수

준이 일정 기준을 충족하면 보험료를 할인해주는 보험상품들

이 등장하고 있다. 이들 보험은 헬스케어를 접목하고 개인 건

강 수준과 연동한 보험료 세분화 구조를 통해 소비자의 의료

비 부담과 보험료 형평성을 동시에 개선하고, 보험사 입장에

서도 보험위험을 낮춰 손해율을 관리할 수 있는 윈윈

(win-win) 구조가 가능하다는 점에서 의미가 크다[5].

이러한 맥락에서 본 연구는 국민건강보험 표본코호트 DB 

2.0의 세부 의료이용 내역을 활용하여 대표적 3대 만성질환

인 암·뇌·심장질환 발생률 예측모형을 구현한다. 구체적으로 

과거 질병의 진단, 약제 처방, 수술 및 검사 내역을 활용하여 

데이터 분석 관점에서 질환 발생 위험을 예측하는 요인들을 

식별한다. 이후 예측모형을 통해 연령과 성별, 표준체와 간편

고지체와 같은 보험 가입유형 등 집단별 상대위험도를 산출

하여 위험도 격차를 검토한다. 이를 통해 보건의료데이터와 

머신러닝을 활용한 정교한 보험위험 예측 가능성을 검토하고, 

인슈어테크 기술로써 보험가입 대상 확대와 보험료 세분화 

측면에서의 다양한 시사점을 논의한다.

Ⅱ. 선행연구

본 연구와 관련된 선행연구는 크게 보건의료데이터를 활용

해 질환 발생률 예측모형 개발 연구와 이러한 예측모형을 활

용해 보험산업의 시장 확대 및 보험료 세분화 가능성을 분석

한 연구들로 구분할 수 있다. 먼저, 질환발생을 예측모형과 관

련된 대표적 연구사례는 심뇌혈관질환을 비롯해 주요 만성질

환의 예측모형으로 QRISK3(QResearch Risk estimator 

version3) 연구가 있다. 해당 모형은 2016년 기준 1800만 

명이 넘는 환자의 익명화된 건강 기록을 1000개 기관에서 수

집한 영국의 대표적인 보건의료 데이터베이스인 QReaserch

를 기반으로 한다[6]. 머신러닝 및 딥러닝 알고리즘을 활용해 

특정 질환을 예측하는 모형들도 존재하며 대표적으로 유방암

질환에 대하여 생활습관이나 호르몬 수치, 과거력에 대한 설

문 정보를 활용하여 발생률을 예측한 사례가 존재한다[7].  

국내의 경우 국민건강보험공단의 표본코호트 및 맞춤형 데

이터를 활용한 연구들이 활발하다. 예컨대 [8]에서는 질환 예

측에 검진정보를 활용하여 Lasso Logistic 모형을 비롯해 랜

덤포레스트 등 다양한 머신러닝 알고리즘을 활용하여 10년 

이내 질환의 발생 여부, 의료비와 질병 부담 등 예측한 바 있

다. 특정 인구집단에 한정해 예측 모형을 개발한 사례로 국민

건강보험공단의 노인코호트 DB를 활용해 고령인구의 뇌졸중 

질환을 예측하는 연구를 들 수 있다. 해당 연구는 예측을 위

해 합성곱신경망을 활용하였으며 고령층의 뇌졸중의 예방 및 

조기 발견을 위한 시스템으로 활용할 수 있는 모형 구조를 검

증하였다[9]. 국방의료데이터 상의 건강검진 정보를 활용해 

딥러닝 기반의 폐렴 진단 및 예측 연구도 존재한다. 군의료진

이 환자를 효율적으로 선별하고 진단을 보조할 수 있도록, 예

측모형을 군 복무자 데이터를 기반으로 설계하였다[10]. 이

외에도 건강검진 및 진료내역 데이터를 기반으로 유방암 환

자의 생존 예측 모형을 개발한 사례도 존재한다. 해당 연구는 

건강보험 청구 데이터를 활용하여 유방암 환자의 생존을 예

측하는 모형을 구현하였으며 의사결정 나무, 랜덤 포레스트 

및 그래디언트 부스팅 등 다양한 머신러닝 기법을 적용하여 
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머신러닝 기법이 예측 결과의 정교함과 신뢰성을 높이는 데 

기여했음을 보였다[11].

한편, 보험산업 적용 관점에서 보건의료데이터와 예측모형

을 활용한 의미있는 연구들이 존재한다. 이들 연구는 국민건

강코호트 DB의 검진정보를 활용해 다양한 질환의 발생 위험

도를 평가하는 평점화 모형을 도출하고 평점을 기준으로 상

대위험도를 산출하여 보험세분화 및 보험상품 적용 가능성을 

검토하였다[12],[13]. 해당 연구는 신용점수와 유사한 방식

을 통해 개인의 건강을 측정가능한 형태로 제시함으로써 보

험산업의 건강증진형 보험상품 개발과 건강관리 서비스 제공

을 위한 건강평가 기준을 제시하였다. 이와 더불어 간편고지

보험과 같이 계약전 고지의무 항목을 축소해 유병자 및 고령

자 대상의 시장접근성을 높이면서 정교한 위험분석과 정량화

를 통해 보험료 세분화를 검토하는 연구들도 다수 보고되었

다[14]. 이외에도 예측 대상을 질환에 한정하지 않고 의료 이

용 규모를 예측하는 모형 개발을 시도하여 표준체와 간편고

지체의 보험사고 가능성을 간접적으로 파악하고자 하는 연구

사례도 존재한다[15].

종합하면, 본 연구는 질환 발생 예측모형을 활용하여 집단 

간 위험도 차이를 비교·분석한다는 점에서 기존 연구와 맥을 

같이 한다. 다만, 대부분의 기존 연구가 건강검진 정보 중심으

로 개인 건강 수준을 반영한 데 비해, 본 연구는 진단, 처방, 

수술·검사 등 실제 의료이용 기록을 폭넓게 활용하였다. 이로 

인해 건강검진을 수검하지 않은 대상자도 분석에 포함할 수 

있었으며, 분석 표본의 대표성과 건강 상태 반영의 정확도를 

동시에 제고하였다. 결과적으로, 의료이용 기반의 예측모형은 

검진정보에 대한 의존을 완화하고, 인슈어테크 기반 보험설계

에 있어 보건의료 데이터 활용 가능성에 시사점을 제공한다

는 점에서 의의가 있다.

Ⅲ. 연구모형

3-1 활용자료

본 연구는 연세의료원 세브란스병원 연구심의위원회에서 

연구계획 승인을 받아(승인번호 4-2023-0700) 국민건강보

험공단 표본 코호트 DB 2.2을 활용하였다(건강보험공단 연

구관리번호 NHIS-2023-2-246). 국민건강보험공단 표본 

코호트 DB는 2006년을 기준으로 전체 건강보험 가입자의 

2%인 약 100만 명을 표본 추출하여 구성된 후향적 코호트 

자료이다. 국민건강보험공단이 연구 목적으로 구축한 이 DB

는 고도의 대표성을 갖춘 국가 보건의료자료다. 개별 코호트

에 대하여 2002년부터 2019년까지의 진단, 약제의 처방, 검

사 및 수술 등 의료서비스 이용에 대한 세부적인 내용을 추적

관찰 가능하며 전체 국민건강보험 가입자에 대한 통계적 대

표성을 보유하고 있다. 본 연구에서는 표본 코호트 DB의 구

성 항목들 중 개별 코호트의 성별과 연령 정보를 확인할 수 

있는 자격 및 보험료 테이블과 출생 및 사망 테이블을 비롯해 

세부 질병의 진단 및 의료행위 정보를 식별할 수 있는 명세서

(20T), 진료내역(30T), 상병내역(40T), 처방전교부상세내역

(60T)을 분석에 활용하였다.

3-2 연구설계

본 연구에서는 2015년 1월 1일을 기준시점으로 설정하고, 이

를 중심으로 과거 5년(2010~2014년)을 관찰기간(Observation 

Period), 이후 5년(2015~2019년)을 추적기간(Follow-up 

Period)으로 정의하였다. 이는 보험 실무의 기준과 활용자료

의 시계열적 제약과 선행연구를 종합적으로 고려한 결과이다. 

우선, 관찰기간을 5년으로 한정한 것은 보험계약 시 피보험자

에게 요구되는 입원, 수술, 질병 이력에 대한 고지의무 기간이 

표준사업 방법서 기준 통상적으로 최근 5년 이내로 규정하고 

있는 점을 고려 하였다. 한편, 추적기간은 보험료의 갱신주기

가 통상적으로 3년, 5년, 10년 주기로 구성되기 때문에 정해

진 기준이 존재하지 않으며 자료의 특성과 목적에 따라 유연

하게 설정될 수 있다.  실제로 다수의 선행연구에서는 표본코

호트 DB의 시계열 범위 및 초기 구간 데이터 품질을 고려하

여 추적기간을 3년 또는 5년으로 설정하는 사례가 다수 존재

한다[13],[15]. 본 연구에서는 기존 선행연구의 설계를 참고

해 기준시점을 2015년으로 하고 추적 기간을 5년으로 설정

하되 개발된 모형을 활용해 기준시점의 변경과 5년 이내의 연

차별(1~4년) 추적기간 변동에 따른 예측성능을 검증하는 방

식을 취하였다. 이를 통해 시간적으로 변화된 환경에서도 일

관된 예측력을 유지하는 모형을 도출하고자 하였다. 이에 대

한 구체적인 내용은 4.2의 예측모형 검증 과정에서 함께 제시

한다. 

예측 모형 구현을 위한 자료 구축은 기준시점(2015년 1월 

1일)에 국민건강보험 자격을 유지하는 코호트를 분석대상으

로 한정하고, 관찰기간 내에 의료이용(진단명, 약제처방, 검

사·처치·수술 이력 등) 정보를 활용해 설명변수를 구성하였다. 

그림 1. 연구 모형
Fig. 1. Research design
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예측모형의 결과변수는 추적기간동안 발생한 암(일반암, 유

사암), 뇌(뇌혈관질환, 뇌출혈), 심장질환(허혈성심장질환, 급

성심근경색) 총 6종의 세부 질환을 대상으로 정의하였다. 또

한 질환별·성별로 예측모형을 각각 구분하여 성별 차이를 직

접 고려하였다.

구축한 분석자료를 기반으로 Lasso 로지스틱 회귀 기반의 

예측모형을 도출한다. 이 과정에서 Lasso 방법론을 통해 질

환 발생에 유요한 예측요인으로서 설명변수를 선택하였다. 설

명변수의 선택과정은 후술하지만 광범위한 의료이용정보를 

활용해 발생하는 설명변수 증가에 따른 차원문제를 완화하기 

위해 설명변수를 추출하고 결과변수들과의 단변량 분석을 통

해 설명변수 후보군을 축소하여 모형에 반영해 최종 예측요

인을 선별하는 방식을 취하였다. 

예측모형으로 개인의 예측 발생률을 산출하고, 인구집단에 

대한 평균값을 바탕으로 표준체 대비 간편체, 거절체의 상대

위험도(Risk Ratio)를 산출하였다. 이를 통해 보험 가입 대상

의 유형에 따라 상대위험도를 비교하는 분석구조를 취한다. 

Disease category Assessment criteria

General cancer

All C codes(except C44, C73)
D45, D46, 
D47.1,D47.3,D47.4,D47.5 & 
Special exemption code V193

Carcinoma in Situ

C44, C73, D00-D09, D37-D44, 
D47.0, D47.2, D47.7, D47.9, 
D48& Special exemption 
codeV193

Cerebrovascular I60-I69

Stroke I60-I62

Ischemic heart disease I20-I25

Acute myocardial infarction I21-I23

표 1. 질병 분류 및 진단 기준
Table 1. Disease classification and diagnostic criteria

3-3 결과변수

결과변수로 예측하는 질환의 정의는 선행 연구[15]와 해

당 질환을 보장하는 국내 보험상품 약관을 참고하여 작성하

였으며, 표 1에 제시된 바와 같다. 암질환의 경우 일반암, 유

사암으로 구분하며 뇌질환은 뇌혈관질환과 뇌출혈, 심장질환

은 허혈성 심장질환과 급성 심근경색 질환을 대상으로 한다. 

결과변수 구성을 위한 질환 식별은 추적기간내 대상 질환의 

최초 여부를 식별해 정의하였다. 자료 상에서 각 질환의 식별

을 한국표준질병사인분류(KCD) 코드를 기준으로 하였으며, 

암 질환에 대해서는 본인 일부 부담금 산정 특례에 관한 기준 

제 4조에서 정의하는 특정 기호(V193)를 함께 고려하였다.

3-4 분석대상 

표 2는 본 연구의 분석대상자의 일반적 특성을 보여준다. 

분석 대상자는 표본코호트의 자격 DB에서 성별, 출생 연도 

및 사망 연도를 추출한 후, 2014년 건강보험 자격을 유지한 

대상자로 한정하여 각 결과변수의 질환에 대해 구분한 분석

표본을 구축하였다. 2015년 기준 20세 이상 전체 가입 자격

자는 여성 405,550명, 남성 401,271명으로 나타났다.

 Standard group Simplified group Rejected group

Age 
group

Female  Male Female  Male Female  Male

20-29
39,482 43,976 24,885 27,867 445 570

27% 27% 11% 14% 1% 2%

30-39
27,494 43,865 48,337 36,084 987 1,454

19% 27% 22% 18% 3% 4%

40-44
21,481 22,052 21,379 22,976 1,011 1,661

15% 14% 10% 11% 3% 5%

45-49
19,056 17,909 21,804 23,883 1,617 2,640

13% 11% 10% 12% 4% 7%

50-54
14,714 13,884 23,876 25,639 2,758 4,179

10% 9% 11% 13% 8% 12%

55-59
10,509 9,317 22,446 22,813 3,813 5,242

7% 6% 10% 11% 11% 15%

60-64
5,626 4,528 15,995 15,341 3,851 4,674

4% 3% 7% 8% 11% 13%

65-69
3,294 2,750 12,785 11,368 4,439 4,762

2% 2% 6% 6% 12% 13%

70+
4,571 3,343 31,750 17,587 17,145 10,908

3% 2% 14% 9% 48% 30%

Total 307,851 426,815 72,156

표 2. 성별·연령대별 보험 가입 가능 유형 분포
Table 2. Insurance eligibility types by sex and age group

예측모형 도출 이후 상대위험도 산출과 분석을 위해 분석 

대상자 기반으로 보험가입유형은 표준체와 간편체, 거절체로 

분류하였다. 각 유형의 정의는 다음과 같은 기준으로 하였다.

표준체: 최근 5년이내에 입원, 수술, 계속하여 7일 이상 치

료 경험이 없고, 진찰 또는 검사를 통해 질병확정

진단, 치료 입원, 수술, 투약 사실이 없으며, 10대 

질병(암, 백혈병, 고혈압, 협심증, 심근경색, 심장

판막증, 간경화증, 뇌졸중, 당뇨병, 에이즈(AIDS) 

및 HIV 보균) 에 의한 진단 및 수술, 입원 사실이 

없는 자

간편체: 최근 5년 이내에 질병이나 상해 사고로 입원 또는

수술을 받은 사실이 없고, 6대 질병(암, 협심증, 심

근경색, 심장판막증, 간경화증, 뇌졸중)에 의한 진

단 및 수술, 입원 사실이 없는 자

거절체: 표준체와 간편체에 속하지 않는 자
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3-5 설명변수 

본 연구의 중요한 차별점은 표본코호트 DB에 포함된 개별 

코호트의 질병의 진단, 약제의 처방, 검사 및 수술 등 의료서

비스 이용 정보를 광범위하게 고려하고, 데이터에 기초한 변

수 선택 전략을 채택한 것이다. 설명변수의 영역은 크게 ① 

연령정보, ② 의료기관 이용 정보, ③ 과거병력 및 건강문제 

로 구분해 설명변수 후보군을 설정하였다. 먼저, 연령정보는 

자격 및 출생 테이블을 통해 추출하여 5세 단위로 연령집단을 

구분해 범주화하였다. 의료이용 규모는 입원 및 내원일수, 의

료비 지출 규모를 진료 DB 상에서 추출해 정의하였으며 분포

를 고려해 로그 변환해 연속형 변수로 정의하였다.

과거병력에 대한 정보는 명세서 및 상병 테이블에서 확인

할 수 있는 KCD(한국표준질병사인분류, Korean Standard 

Classification of Diseases) 코드를 기준으로 정의하였다. 

관찰기간에 한 번이라도 KCD 코드를 기준으로 식별되는 질

환을 진단받은 이력이 있다면 해당 질환에 대한 과거 질병력

이 존재하는 것으로 정의하였다. 

약제 처방기록은 ATC(Anatomical Therapeutic Chemical) 

코드를 기준으로 식별해 정의하였다. ATC 코드는 약물을 해

부학적 위치, 치료적 작용, 약리학적 특성에 따라 체계적으로 

분류하는 WHO 관리 체계이다. 마지막으로 처치 및 수술, 검

사와 같은 의료적 행위 정보는 의료서비스에 대한 비용 및 진

료 행위를 코드화한 건강보험심사평가원(HIRA)의 수가 코드

를 기준으로 정의하였다. 이상의 과거 질병의 진단, 약제와 처

치 및 검사와 관련한 설명변수는 이진변수화 하였다. 

 이처럼 KCD 코드, ATC 코드, 수가코드 보유 유무에 따

라 설명변수를 정의하는 경우 변수 규모가 폭증하는 문제를 

유발 할 수 있다. 이는 고차원 데이터에 따른 차원 문제, 다중

공선성, 그리고 모델의 과적합을 유발할 수 있고 임의적으로 

변수를 선택하는 경우 선택편의가 발생할 수 있다. 따라서 본 

연구에서는 통계적, 머신러닝적 관점에서 체계적인 변수선택 

과정을 시행하였다. 

먼저, 발생빈도가 지나치게 낮은 설명변수는 분석에 앞서 

제거하였으며, 결과변수와의 단변량 분석을 통해 Information 

Value(이하 IV)를 산출하여 예측모형 개발에 투입할 설명변

수의 후보군을 선정하였다. IV는 범주화된 설명변수가 결과

변수를 얼마나 효과적으로 구분하는 지를 수치화한 지표로 

개인신용평가 모형 등 다양한 분야에서 변수 선별에 널리 활

용된다. 이 값은 각 범주 내 질병 발생자와 비발생자의 비율 

차이에 기반하여 계산되며, 두 집단의 분포가 유사할수록 IV

는 낮고, 특정 범주에 질병 발생자가 집중될수록 높게 나타난

다. 일반적으로 IV 값이 0.02 이상이면 예측 변수로서 유의미

한 구분력을 갖는 것으로 간주되며[16]-[18], 본 연구에서

도 이를 기준으로 설명변수를 선별하였다. 최종적으로 71개

의 변수가 설명변수로 압축되었으며 사전적 변수 선정과정을 

통해 도출한 변수 추출과 단변량 분석과 IV를 통해 선정한 설

명변수 규모는 표 3과 같다. 

이상의 과정을 통해 선정한 설명변수 후보군은 최종적으로 

Lasso 로지스틱 회귀를 통해 최종적인 변수선택과 예측모형

을 도출하였다. 예측모형을 통해 선택된 변수는 4장 분석결과

의 그림 2를 통해 제시한다.

Type of EMR data Step 1 Step 2

Past disease 550 89

Drug prescription 221 115

Tests & interventions 66 32

표 3. 변수 선택 단계별 변수 수
Table 3. Number of variables selected during feature 

selection

3-6 예측모형

본 연구에서는 대표적인 선형모형 기반의 머신러닝 방법론

인 Lasso 로지스틱 회귀를 활용해 설명변수 선택과 예측을 

시도하였다. Tibshrian이 제안한 Lasso는 설명변수 증가에 

따른 차원 문제와 변수 임의 선택으로 발생하는 모형 설정의 

편의를 완화하는 대표적인 방법론이다[19]. 광범위한 설문조

사 자료와 같이 많은 정보들이 수집된 고차원 자료에서 어떤 

정보가 유의미한 정보인지를 파악할 때 유용성이 높다[20]. 

특히 어떤 설명변수가 결과변수에 대해 예측력을 보유한 변

수인지 식별하는 보건의료, 사회과학 분야에서 주로 활용된

다. 로지스틱 회귀모델에 벌점을 부과한 Lasso 모델은 아래 

식 (1)의 목적함수를 최소화하는 와 를 추정한다.

argmin       (1) 

여기서   은 로지스틱 회귀모델의 로그우도함

수를 의미하며,   은 k개의 변수가 있을 때 적용되는 

L1 벌점항으로 일부 회귀계수의 추정값을 0으로 수축시켜 예

측에 중요하지 않은 변수를 제거하는 역할을 한다. 다시 말해, 

Lasso 로지스틱 회귀모델은 많은 후보군에서 중요한 변수를 

선택하고 예측모형의 과적합을 방지하고 예측 성능을 개선하

는 과정을 동시에 수행할 수 있는 머신러닝 기법이다. 이러한 

장점으로 질환의 발생을 예측하는 과정에서 발병자 수가 적

은 사건을 예측해야 하는 경우 일반적인 회귀모델 보다 예측

력이 뛰어나며 모델의 일반화가 용이하다[21].

여기서 벌점 모수(penalty parameter) λ를 최적화하는 과

정이 모델의 훈련 과정이다. 벌점 모수(λ) 값의 크기에 따라 

변수축소 정도가 달라지므로 교차검증(K-fold 교차검증)을 

통해 예측성능과 모델의 변수축소 사이의 균형을 최적화하는 

방식을 취한다. 이를 위해 전체 데이터를 모형 학습을 위한 

학습데이터와 모델의 성능과 변수축소의 최적화를 위한 검증 

데이터로 8:2의 비율로 분할하였다. 이 과정에서 결과변수의 



디지털콘텐츠학회논문지(J. DCS) Vol. 26, No. 5, pp. 1407-1419, May. 2025

http://dx.doi.org/10.9728/dcs.2025.26.5.1407 1412

분포를 훈련용 표본과 검증용 표본에서 균형 있게 유지하기 

위해 표본층화추출 방식을 적용하였다. 단순 랜덤 샘플링을 

적용할 경우, 질환 발생 여부의 비율이 훈련용 표본과 검증용 

표본 간에 불균형하게 나타날 가능성이 있다. 모델 학습에는 

훈련용 표본만을 활용해 수행하며 이 과정에서 10-Folds 교

차검증을 적용하였다. 이는 훈련용 표본을 10개의 Fold로 나

눈 뒤 9개의 Fold로 모델을 학습하고 1개의 Fold로 모델을 

평가하는 과정에서 Fold를 교차해 반복적으로 수행하는 방법

이다. 이 과정에서 최적의 성능을 산출하는 벌점항의 매개변

수 λ의 최적값을 도출하였다. 본 연구에서는, 각 예측요인이 

질병 발생의 위험도를 높이는 방향으로 작용하도록, 모든 계

수는 음수가 되지 않도록(non-negative) 제약을 추가했다.

Ⅳ. 분석 결과 

4-1 예측요인 선정 결과

본 연구는 예측대상 질환과 성별을 구분하여 총 12개의 개

별 예측모형을 도출하였다. 각 모형에서는 Lasso 로지스틱 

회귀를 적용하여 약물 처방, 검사, 처치, 의료 이용 패턴 등 방

대한 설명변수 중 예측 성능에 유의하게 기여하는 요인을 통

계적으로 선별하였다. 표 4는 이러한 분석을 통해 도출된 상

위 10개의 핵심 예측 변수를 요약한 것으로 성별에 따라 변수 

구성의 차이가 나타난다. 주요 만성질환 이력(고혈압, 당뇨, 

고지혈증 등)과 의료 이용 행태(통원횟수, 응급실 방문 이력  

등)가 포함된다. 이는 모형의 임상적 해석 가능성과 보험 리

스크 평가의 실제 활용도를 높이는 데 기여한다.

그림 2는 이러한 변수선택 결과를 ‘선택비율(Selection 

Ratio)’로 나타낸 것이다. 세로축에는 최종적으로 선택된 변

수들의 목록을, 가로축에는 변수별 선택비율(0~1)을 표시하

였다. 선택비율이 1이면 해당 변수가 모든 모형에서 선택되었

음을, 0이면 어느 모형에서도 선택되지 않은 경우를 의미한

다. 여기서 강조하고 싶은 점은, 변수 선택 과정이 의료적 판

단이나 임상적 기준이 아니라 데이터 분석 관점에서 이루어

졌다는 것이다. 즉, 예측성능 기여도가 높은 변수가 우선적으

로 포함되었다는 점을 밝혀둔다.

주요 결과를 살펴보면, 먼저 고혈압·당뇨·고지혈증과 같은 

만성질환 진단 이력이 0.8~1 사이의 높은 선택비율을 보였

다. 이는 성별 차이가 존재하긴 하지만, 암·뇌·심장질환 발생 

예측에서 이러한 만성질환 변수가 중요한 역할을 한다는 점

을 의미한다. 실제로 해당 질환들은 일반적으로 보험계약 시 

고지 대상으로 포함되는 질환 이력이기도 하다.

또한 약물처방 관련 변수(향진균제, 항혈전제, 비타민류 

등)들도 0.5 이상의 비교적 높은 선택비율을 기록하였다. 이

는 특정 약물 복용이 개인의 기저 건강상태나 위험도를 일부 

대리함으로써, 향후 중증 질환 발생을 예측하는 유의미한 지

표가 될 수 있음을 시사한다. 

아울러 의료이용 규모와 응급서비스 경험(통원횟수, 응급

실 방문 이력 등) 역시 다양한 모형에서 선택비율이 0.5 수준

으로 나타났다. 이는 질환 진단·약물 복용 이력만이 아니라, 

의료서비스 접근 행태도 중장기 질환 발생에 대한 예측력을 

가질 수 있음을 의미한다. 이때 세부 변수의 중요도나 선택비

율은 여성과 남성 집단 간에 다소 차이를 보이기도 한다.

흥미롭게도, 어지러움증·두통·경증 호흡기 질환과 같이 임

상적으로 가벼운 증상으로 분류되는 진단도 약 0.5 전후의 선

택비율을 나타냈다. 임상적으로 큰 위험요인이 아니더라도, 

타 질환의 증상으로 동반되어 나타날 경우 중장기 질환 발생

과 일정한 상관관계를 보일 수 있음을 시사한다. 다만 본 연

구는 데이터 분석 관점에서 예측력을 최우선시하였으므로, 해

당 변수들에 대한 임상적 인과관계는 추가 연구가 필요하다.

마지막으로, 몇몇 변수들은 여성 모형에서만 선택되거나, 

반대로 남성 모형에서만 두드러진 비율을 보여 성별 간 선택

되 변수의 차이가 존재한다. 질환과 성별에 따라 선택된 변수

의 개수를 함께 고려하면 예측 대상에 따라 선택된 변수의 규

모가 상이함을 확인할 수 있다. 가령, 에스트로겐의 복용은 여

성에서만 유의한 요인으로 식별된다. 

Variable
Selected outcomes

(Female)
Selected outcomes

(Male)

[Diagnosis] 
Hypertension

y01, y03, y04, y05, 
y06

y01, y02, y03, y04, 
y05, y06

[Prescription] 
Antifungal

y01, y02, y03, y05, 
y06

y02, y03, y05

[Usage] 
Outpatient Days

y01, y02, y03, y05, 
y06

y02, y03, y05

[Examination] 
Tumor image test

y03, y04, y05, y06 y03, y04, y05, y06

[Diagnosis] 
Hyperlipidemia

y02, y03, y05, y06 y03, y05, y06

[Usage] 
Emergency Care

y03, y04, y05, y06 y03, y04, y05

[Diagnosis] 
Arrhythmia

y03, y04, y05, y06 y03, y04, y05

[Examination] 
Opthalmology

y01, y02, y04, y05 y01, y02, y04

[Diagnosis] 
Diabetes

y01, y03, y06
y01, y03, y04, y05, 
y06

[Prescription] 
Vitamin

y02, y03, y05
y01, y02, y03, y05, 
y06

y01 :General Cancer, y02 : Carcinoma in situ
y03 : Cerebrovascular, y04 : Stoke
y05 : Ischemic Heart Disease
y06 : Acute Myocardi-al Infarction

표 4. 다빈도 관측 변수 목록
Table 4. List of frequently observed variables
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그림 2. 변수별 선택 비율
Fig. 2. Selection ratio by variable

이와 같은 결과는 기존 계약 전 알릴 의무 항목이나 건강검

진 정보만으로는 충분히 포착하기 어려웠던 특성들을 위험과 

보험료 세분화에 반영할 여지가 있음을 보여준다. 예를 들어, 

고지항목이나 건강검진 항목은 고정적이고 보험상품이 보장

하는 질환이나 집단에 특화된 요인과 특성을 발굴에 제한적

이다. 따라서 위험수준에 따른 수직적 세분화의 성격을 가지

게 된다. 반면에 의료이용 내용 정보는 광범위하게 건강과 유

관한 정보를 활용함으로써 보장 질환과 가입대상에 대해 차

별적인 예측요인과 특성을 고려할 수 있고 이는 수평적 세분

화가 가능함을 의미한다. 이러한 수평적 세분화는 동일한 위

험수준을 가진 대상이 담보하는 위험과 성별과 같은 특성 조

합에 따라 다양한 위험 수준으로 평가받을 수 있음을 의미한

다. 이는 보험위험의 불확실성을 관리하여 보험료 부담의 공

정성과 형평성을 담보하는 방식으로 고령자나 유병자 대상의 

시장 확대가 가능할 수 있음을 의미한다. 

4-2 예측모형 성능

선택된 변수에 기반한 예측모형을 구축한 후 검증용 표본

을 활용하여 모형의 성능을 평가하였다. 각 모형에 대해 임계

값(Threshold)를 적용해 추적기간 내 질환발생을 양성

(Positive)으로, 미발생을 음성(Negative)로 분류한 뒤 표 5

에 제시한 성능지표를 산출하였다. 본 연구에서는 성능지표로

는 AUC(Area Under the ROC Curve), 민감도 

(Senstivity), 특이도(Specificity), F1 스코어를 주된 평가척

도로 삼았다.

표 5의 성능지표 결과를 살펴보면, 모형의 전반적인 예측

성능을 평가할 수 있는 AUC 값은 0.7~0.8 수준에서 형성되

어 양호한 성능으로 평가된다. AUC는 모형이 질환의 발생과 

미발생을 얼마나 잘 분류하는 가를 평가하는 것으로 가능한 

모든 임계값에서의 예측력을 전반적으로 보여준다. 반면에 여

성 유사암 모형의 경우 AUC 값이 0.6 수준으로 상대적으로 

예측력이 떨어지는 것으로 나타났다. 그림 3은 성별 일반암, 

뇌혈관질환, 허혈성심장질환 예측모형의 ROC 곡선을 시각화

한 것으로, 각 모형의 민감도와 특이도의 균형 수준을 직관적

으로 확인할 수 있다.

실제 질환 발생자를 ‘발생자’로 분류하는 지표인 민감도는 

대다수 모형에서 0.8 이상의 수치를 보이고 있다. 즉, 질환이 

발생한 대상자를 놓치는 거짓음성 경우가 낮은 편으로 위험

군 식별 측면에서 유의미한 성능을 보이고 있다. 반면 질환 

미발생자를 ‘미발생 자’로 분류하는 거짓양성에 대한 특이도

는 0.5~0.75 수준으로 민감도 대비 상대적으로 낮게 나타난

다. 이는 거짓양성(False Positive)이 발생할 여지가 있어, 

미발생자를 발생자로 분류하는 경향이 존재할 수 있음을 의

미한다. 

마지막으로, 정밀도는 예측된 발생 사례 중 실제로 발생한 

사례의 비율을 나타내는 지표로, 예측 결과의 정확성을 평가

하는 데 활용된다. 본 연구에서 도출된 정밀도는 전반적으로 

낮은 수준(0.007~0.114)을 보였으며, 일부 질환에서는 0.01 

내외에 불과하였다. 이러한 결과는 암, 뇌, 심혈관질환과 같은 

희귀 질환의 예측에서 거짓양성이 다수 발생했음을 의미한다. 

민감도를 높이기 위해 실제 발생하지 않은 사례도 발생으로 

예측하게 되면서, 결과적으로 정밀도가 낮아진 것이다.

예측모형의 성능을 종합적으로 평가하면, AUC와 민감도

는 높게 나타났으나 정밀도와 특이도는 낮아 ‘민감도 중심의 

예측모형’ 성격을 보인다고 할 수 있다. 이는 질환 발생 가능

성이 높은 고위험군을 우선적으로 식별하는 상황에서는 긍정
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적으로 해석될 수 있다. 예를 들어 보험산업 관점에서는 질환 

발생 가능성이 높은 가입자를 조기에 선별함으로써 잠재적 

리스크 노출을 최소화할 수 있기 때문이다. 다만 이러한 모형

은 위험을 과도하게 추정하여 보험계약 접근성을 저해할 가

능성도 있다. 낮은 정밀도의 문제를 완화하기 위해 재심사 또

는 보완 평가 절차를 도입하는 등의 전략이 필요하다. 결국, 

민감도와 정밀도 간의 균형을 어떻게 설정하느냐에 따라 모

형의 활용 방향과 실무적 용도가 결정될 수 있다.

4-3 기준시점과 추적기간에 따른 예측모형 성능검증

본 연구의 예측모형은 2015년 1월 1일을 기준시점으로 정

의하고 과거 5년을 관찰기간, 이후 5년을 추적기간으로 정의

한 학습데이터를 기반으로 한다. 예측모형이 특정 기준시점과 

기간에 과도하게 최적화되는 경우 기준시점과 추적기간의 변

화화에 일관된 성능을 유지하기 어렵다. 이는 실무적 관점에

서 중요한 이슈로 동일한 시점과 기간에 기반한  교차검증 이

외에 시점과 기간을 변경해 예측모형의 성능을  평가하는 절

차가 요구된다. 이에 기준시점 변경에 따른 검증과 추적기간 

변경에 따른 검증을 구분해 수행하였다. 관찰 기간의 경우 앞

서 Ⅲ장에서 언급한 바와 같이 보험의 계약전 알릴사항의 고

지기간을 고려하여 기준시점 이전 5년으로 고정하여 일관되

게 적용하였다.

기준시점 변경에 따른 성능 검증은 전체 코호트를 대상으

로 기준시점을 2010년, 2013년, 2015년으로 각각 설정해 앞

서 구현한 예측모형에 대응하는 입력변수 구성하고 이를 예

측모형에 입력해 산출된 예측값과 실제 데이터 상의 관측값

을 비교해 AUC 값을 산출하였다. 이를 통해 만약 기준시점 

변경으로 관찰기간이 과거로 갈수록 의료이용 패턴이나 청구 

및 치료 관행의 변화 등과 같은 시간적 불안정과 예측모형의 

변수 선택의 시간적 비일관성의 존재로 발생할 수 있는 기준

시점별 예측성능의 변화를 검토하였다.

그림 3. 예측모형 성능 평가를 위한 ROC 곡선
Fig. 3. ROC curve for evaluating model performance

추적기간에 따른 성능 검증은 기준시점을 2015년으로 고

정한 상태에서 추적기간을 1년에서 4년까지 다양하게 설정하

였다. 전체 표본 코호트를 대상으로 예측모형에 대응하는 입

력변수를 구성하고 이를 예측모형의 입력하여 예측값을 산출

하고 추적기간별 실제 데이터 상의 관측값 비교해 예측 성능

을 비교하였다. 추적기간이 짧을수록 예측대상 질환의 발생률

Disease Gender No. of Selected vars Threshold AUC Sensitivity Specificity Precision

General cancer
F 13 0.016 0.741 0.876 0.491 0.029

M 11 0.020 0.844 0.844 0.713 0.060

Carcinoma in Situ
F 15 0.007 0.682 0.881 0.397 0.011

M 15 0.005 0.771 0.789 0.633 0.010

Cerebrovascular
F 25 0.045 0.844 0.802 0.748 0.114

M 24 0.028 0.836 0.835 0.682 0.083

Stroke
F 17 0.003 0.792 0.810 0.655 0.007

M 14 0.003 0.774 0.833 0.599 0.007

Ischemic heart disease
F 23 0.031 0.822 0.803 0.714 0.078

M 21 0.031 0.799 0.803 0.656 0.074

Acute myocardial infarction
F 19 0.002 0.860 0.848 0.741 0.008

M 16 0.005 0.811 0.849 0.660 0.011

표 5. 예측모형 성능 지표
Table 5. Predictive model metrics
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은 낮아지고, 그에 따라 예측대상의 불균형이 심해 질 수 있

다. 또한 의료이용 이력은 단기 발생 위험 예측에 유효해 추

적기간이 길어질수록 예측력이 감소할 수 있다. 이 점을 고려

하여 추적기간에 대한 검증을 통해 예측모형의 장-단기 예측

에 대한 안정성을 평가하고자 하였다.

표 6은 기준시점의 변경에 따른 예측모형의 성능을 비교한 

결과를 보여 준다. 기준시점에 따라 AUC값을 고려할 때 기준

시점에 따른 모형 성능의 변화는 크지 않다. 각 성별과 예측

대상 질환에 대해서도 대해 예측성능의 큰 저하는 관찰되지 

않는다. 이는 예측성능 관점에서 본 연구의 예측모형의 설명

변수 선택이 기준시점에 대한 일관성을 보유하고 있으며, 과

거 자료의 시간적 불안정성에 따른 영향이 크지 않다는 점을 

시사한다.

표 7은 기준시점을 2015년 1월 1일로 고정한 상태에서, 

추적관찰 기간을 연차별(1차년~4차년)로 구분하여 예측모형

의 성능을 비교한 결과를 보여준다. 추적기간에 따른 AUC 값 

또한 모형의 성능 변화가 크지 않은 점을 확인 할 수 있다. 다

만 예측성능은 추적기간이 길어짐에 따라 감소하고 있는데 

이는 설명변수의 예측력이 장기적으로 감소할 수 있음을 시

사한다. 따라서 예측모형이 5년 이내의 추적기간에 대한 예측

에서 모두 성능을 유지하고 있지만 5년 이상의 장기 예측시 

주의가 필요하다. 

4-4 상대위험도 산출과 검토

앞서 도출한 예측모형을 기반으로 성별과 연령집단에 따른 

예측발생률을 산출하고 이를 활용해 보험 가입유형에 따른 

상대위험도를 계산하였다. 상대위험도는 특정 집단(예: 간편

체 또는 거절체)의 ‘평균 발생률’을 표준체 대비 비율로 나타

낸 것이며, 각 집단 간 질병 발생 위험의 상대적 크기를 직관

적으로 파악할 수 있는 지표이다. 상대위험도 분석은 보험료 

세분화와 밀접한 의미를 지닌다. 즉, 각 집단별로 질환 발생 

위험에 차이가 있다면, 그 차이를 보험료 혹은 담보 설계에 

반영함으로써 공정한 보험료 산정과 보험위험 감소가 가능해

진다. 

표 8과 표 9는 상대위험도 산출을 위해 예측모형으로 산출

한 예측 발생률을 보여준다. 예측 발생률은 각 예측질환과 성

별에 따른 예측모형의 추정값을 사용하여 개인별 질환 예측 

발생률을 구한 다음, 성별 및 연령군별 평균을 계산하여 산출

하였다. 또한, 데이터 상에서 실제 관측된 발생률도 함께 제시

하였다. 표 8과 표 9를 통해 예측 발생률과 관측 발생률을 살

펴보면 각 질환과 인구집단에 대해 예측 발생률과 관측된 발

생률 차이가 크지 않음을 확인할 수 있다. 이는 개인별 예측

오차가 집단 수준에서는 상쇄되어 집단에 대한 예측 타당성

이 확보됨을 시사한다. 이는 개인 단위 예측에서의 오차에도 

불구하고, 보험 정책 수립이나 집단 위험 평가 등 실무적 활

용에는 예측모형이 충분한 신뢰성을 가질 수 있음을 시사한

다.

또한 예측 발생률의 패턴을 보면 연령집단이 증가함에 따

라 함께 증가하는 전형적인 형태가 나타나고 있다. 45세~49

세 연령집단을 시작으로 대다수 질환에서 발생률이 가파르게 

상승하는 패턴이 관측된다. 이러한 패턴은 관측된 발생률에서

도 동일하게 나타나고 있다. 또한 예측과 관측 발생률 모두에

서 심장질환에서 남성이 뚜렷하게 높은 발생률을 보이고 있

으나 암이나 뇌질환에서는 여성 발생률이 오히려 높게 나타

나 질환과 성별에 따른 차이가 존재함을 확인할 수 있다.

표 10과 표 11은 질환별로 표준체 대비 간편체 및 거절체

의 상대위험도를 제시한 것이다. 상대위험도는 성별 및 연령

군별로, 간편고지 대상자 또는 거절체 대상자의 질환 예측 발

생률을 표준체의 평균 예측 발생률로 나눈 값으로 정의하였

다. 이러한 방식으로 산출된 개인별 상대위험도는 성별·연령

군·가입유형별로 평균하여 비교하였다.

Category Time-point based validation

Disease Gender 2015 2013 2010

General cancer
F 0.7407 0.7520 0.7604

M 0.8444 0.8528 0.8565 

Carcinoma in Situ
F 0.6817 0.7027 0.7038 

M 0.7712 0.7543 0.7484 

Cerebrovascular
F 0.8439 0.8519 0.8603 

M 0.8357 0.8459 0.8522 

Stroke
F 0.7919 0.7907 0.8023 

M 0.7744 0.7799 0.7770 

Ischemic heart 
disease

F 0.8222 0.8305 0.8341 

M 0.7987 0.8121 0.8167 

Acute myocardial 
infarction

F 0.8600 0.8800 0.8432 

M 0.8106 0.8103 0.8093 

표 6. 기준시점에 따른 데이터별 성능지표 검증
Table 6. Time-point validation results by baseline

Category Follow-up Year Validation

Disease Gender
1st 

year
2nd 
year

3rd 
year

4th 
year

General cancer
F 0.756 0.736 0.737 0.717 

M 0.859 0.839 0.837 0.833 

Carcinoma in Situ
F 0.732 0.705 0.690 0.673 

M 0.846 0.774 0.755 0.733 

Cerebrovascular
F 0.852 0.860 0.849 0.844 

M 0.853 0.848 0.845 0.832 

Stroke
F 0.777 0.771 0.784 0.811 

M 0.802 0.761 0.779 0.748 

Ischemic heart 
disease

F 0.837 0.843 0.835 0.834 

M 0.829 0.822 0.816 0.805 

Acute myocardial 
infarction

F 0.862 0.879 0.874 0.865 

M 0.830 0.819 0.809 0.787 

표 7. 연차별 예측 효과 검증 결과
Table 7. Validation of prediction performance by year
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표 10의 결과에 따르면, 간편체는 전 연령·성별 집단에서 

표준체 대비 상대위험도가 1을 상회하며, 상대적으로 질환 발

생률이 높게 나타난다. 또한 표 11에서 거절체는 모든 질환에

서 높은 상대위험도를 기록하여, 보험사의 기존 고지기반 분

류와 예측모형 기반 분류 간의 일관성을 확인할 수 있다.

간편체는 표준 고지항목 일부가 면제된 상태에서 가입이 

허용된 집단으로, 실제로 과거 질환 이력이나 의료이용 경향

이 상대적으로 높을 가능성이 있다. 따라서 이들 집단에서 높

은 상대위험도가 산출된 결과는 보험사의 분류체계와 데이터 

기반 예측 결과 간의 정합성을 시사한다.

Group
General cancer Carcinoma in Situ Cerebrovascular Stroke

Ischemic heart 
disease

Acute myocardial 
infarction

Pred Obs Pred Obs Pred Obs Pred Obs Pred Obs Pred Obs

20-29 0.0030 0.0031 0.0036 0.0037 0.0049 0.0051 0.0007 0.0007 0.0054 0.0054 0.0002 0.0002 

30-39 0.0104 0.0105 0.0079 0.0082 0.0090 0.0090 0.0009 0.0010 0.0079 0.0082 0.0003 0.0003 

40-44 0.0183 0.0185 0.0088 0.0093 0.0173 0.0172 0.0015 0.0016 0.0157 0.0158 0.0008 0.0008 

45-49 0.0236 0.0232 0.0103 0.0101 0.0307 0.0311 0.0030 0.0030 0.0249 0.0249 0.0011 0.0010 

50-54 0.0237 0.0240 0.0100 0.0102 0.0474 0.0472 0.0037 0.0036 0.0408 0.0406 0.0020 0.0021 

55-59 0.0267 0.0269 0.0100 0.0102 0.0672 0.0677 0.0043 0.0045 0.0561 0.0558 0.0023 0.0022 

60-64 0.0333 0.0326 0.0104 0.0104 0.0934 0.0936 0.0049 0.0050 0.0759 0.0759 0.0038 0.0044 

65-69 0.0406 0.0394 0.0119 0.0114 0.1233 0.1226 0.0066 0.0069 0.0964 0.0948 0.0064 0.0067 

70+ 0.0471 0.0471 0.0106 0.0105 0.1743 0.1743 0.0123 0.0122 0.0969 0.0975 0.0134 0.0133 

표 8. 연령별 질병 발생 예측(여성)
Table 8. Age-specific disease incidence prediction (female)

Group
General Cancer Carcinoma in Situ Cerebrovascular Stroke

Ischemic heart 
disease

Acute myocardial 
infarction

Pred Obs Pred Obs Pred Obs Pred Obs Pred Obs Pred Obs

20-29 0.0016 0.0016 0.0014 0.0013 0.0043 0.0042 0.0007 0.0008 0.0068 0.0070 0.0004 0.0004 

30-39 0.0047 0.0048 0.0035 0.0034 0.0104 0.0109 0.0016 0.0016 0.0160 0.0161 0.0016 0.0015 

40-44 0.0088 0.0090 0.0039 0.0039 0.0188 0.0189 0.0027 0.0026 0.0279 0.0276 0.0036 0.0036 

45-49 0.0150 0.0151 0.0047 0.0044 0.0299 0.0299 0.0039 0.0041 0.0399 0.0389 0.0054 0.0054 

50-54 0.0238 0.0243 0.0061 0.0063 0.0488 0.0479 0.0049 0.0050 0.0547 0.0547 0.0078 0.0079 

55-59 0.0402 0.0408 0.0078 0.0082 0.0655 0.0660 0.0062 0.0064 0.0706 0.0707 0.0097 0.0098 

60-64 0.0607 0.0610 0.0104 0.0103 0.0920 0.0918 0.0072 0.0074 0.0905 0.0892 0.0125 0.0121 

65-69 0.0864 0.0875 0.0123 0.0122 0.1217 0.1205 0.0077 0.0082 0.1070 0.1074 0.0120 0.0123 

70+ 0.1097 0.1097 0.0137 0.0136 0.1696 0.1700 0.0151 0.0149 0.1049 0.1058 0.0178 0.0182 

표 9. 연령별 질병 발생 예측(남성)
Table 9. Age-specific disease incidence prediction (male)

　 General cancer Carcinoma in Situ Cerebrovascular Stroke
Ischemic heart 

disease
Acute myocardial 

infarction

Age 
group

Female Male Female Male Female Male Female Male Female Male Female Male

20-29 1.188 1.064 1.227 1.224 1.306 1.216 1.205 1.153 1.322 1.252 1.249 1.141 

30-39 1.127 1.094 1.208 1.217 1.241 1.268 1.124 1.207 1.302 1.330 1.225 1.189 

40-44 1.123 1.098 1.220 1.252 1.333 1.317 1.191 1.245 1.422 1.418 1.243 1.209 

45-49 1.123 1.116 1.229 1.277 1.400 1.364 1.235 1.281 1.527 1.491 1.309 1.244 

50-54 1.126 1.136 1.230 1.311 1.452 1.427 1.276 1.335 1.607 1.581 1.376 1.291 

55-59 1.131 1.152 1.229 1.338 1.494 1.488 1.315 1.380 1.678 1.676 1.450 1.338 

60-64 1.144 1.167 1.234 1.356 1.526 1.506 1.355 1.416 1.721 1.704 1.524 1.374 

65-69 1.154 1.167 1.236 1.366 1.548 1.521 1.387 1.453 1.776 1.723 1.588 1.407 

70+ 1.173 1.188 1.247 1.379 1.631 1.565 1.503 1.554 1.889 1.825 1.779 1.479 

표 10. 표준체 대비 간편체 상대위험도
Table 10. Relative risk (simplified vs. standard) by age and gender
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Ⅴ. 결  론

본 연구는 국민건강보험 표본코호트 DB에 축적된 세부 의

료이용 내역을 활용하여 암·뇌·심장질환 등 대표적인 3대 만

성질환의 발생을 예측하는 머신러닝 모형을 구현하였다. 특히 

데이터 기반 변수선택 전략을 통해 질환 발생의 주요 예측요

인을 식별하고, 집단별 상대위험도를 분석함으로써 보험산업 

관점에서 예측모형의 의미를 논의하였다. 연구 결과와 시사점

을 정리하면 다음과 같다. 

먼저, 예측 대상으로 삼은 질환(암·뇌·심장)에 따라 중요하

게 선택된 설명변수가 달랐다. 이는 기존의 계약 전 알릴 의

무 항목이나 건강검진 정보만으로는 놓칠 수 있었던 특성을 

의료이용 내역을 통해 포착할 수 있음을 시사한다. 특히 질환

이나 성별에 따라 위험요인이 다르게 작동한다는 점은, 동일 

위험 수준을 지닌 가입자라도 보장 대상 질환·성별 등에 따라 

상세한 세분화가 가능하다는 의미다. 결과적으로, 조건에 따

라 개인이 다른 위험 수준으로 평가받을 수 있게 되어, 보험

료 세분화의 폭이 한층 확대될 여지를 보여준다.

예측모형이 질환 발생을 놓치지 않도록(고위험군 포착) 설

계될 경우 민감도는 높아지지만, 저위험군을 고위험군으로 분

류하는 거짓양성 가능성도 함께 증가한다. 개인단위 예측을 

시도하는 경우 보험료 부담의 형평성에 부정적일 수 있다. 따

라서 민감도와 특이도 사이의 상충관계를 고려할 때 목적과 

실무적 용도에 따라 절충점을 찾는 것이 요구된다. 

보험가입 유형에 따른 상대위험도의 체계적 차이는 기존 

분류체계의 타당성을 뒷받침하며, 예측모형이 이를 정밀하게 

재현할 수 있음을 시사한다. 이는 기존 분류체계와 크게 상충

되지 않음을 보여주는 동시에, 의료이용 정보와 예측모형을 활

용하면 이미 고위험군으로 분류된 가입자들 내에서도 상대적 

위험도를 더욱 세밀하게 구분할 수 있음을 의미한다. 따라서 

새로운 위험집단을 발굴하기보다는, 고위험군 내부의 위험도 

차이를 반영하여 차등구조를 세분화하고, 보험료 산정 기준에

도 이를 반영하는 것이 실질적 보험 설계에 유효할 수 있다.

종합하면 보건의료 빅데이터와 머신러닝 기술을 접목한 예

측모형은 소비자에게는 맞춤형 보장 기회를, 보험사에는 효율

적인 위험 관리 전략의 기반을 제공할 것으로 기대된다. 나아

가 인슈어테크 기술의 확산은 개인정보 보호, 임상적 타당성 

확보, 소비자 수용성 등 복합적 쟁점을 수반하므로, 관련 제도

와 윤리적 기준에 대한 체계적인 검토가 병행되어야 한다.
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