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INTRODUCTION

Although the use of artificial intelligence (AI) in the medical field is being examined from multiple 
perspectives, emergency resource triage is an area that urgently requires ethical and legal review. 
This need is particularly evident in the context of emergency medicine, where clinical realities de-
mand rapid, high-stakes decision-making under conditions of uncertainty and limited resources. 
For example, emergency physicians are often confronted with overcrowded emergency rooms, 
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limited intensive care unit capacity, and the simultaneous arrival 
of critically ill patients. In such scenarios, AI-driven systems could 
provide support by analyzing patient data in real time, forecasting 
deterioration risk, and suggesting fairer allocation strategies for 
beds, ventilators, or transfers.

The COVID-19 pandemic highlighted these challenges on a 
global scale. Prior to COVID-19, medical ethics and jurisprudence 
sought to justify prioritization through medical justice theory or 
by persuading patients and society based on the premise that 
medical staff, especially emergency medicine physicians, would 
classify patients according to severity in emergency triage [1]. 
However, when emergency rooms or intensive care units reach full 
capacity and additional patients arrive, ethical and legal principles 
are not easily applied, and leaving such choices to medical staff 
increases moral distress for healthcare workers [2]. Therefore, the 
triage criteria developed during the pandemic involved scoring 
based on patient evaluations by medical staff, with additional 
weighting factors applied at the hospital system level for patient 
allocation [3]. One lesson was that while frontline evaluation 
should remain in the hands of physicians, algorithms could assist 
with system-level decision-making, such as bed allocation and 
patient transfers, where human judgment alone may be insuffi-
cient.

A frequently raised criticism of such algorithms is their simplici-
ty [4]. Making decisions about bed allocation based on only one or 
two scores, without considering patients’ broader circumstances, 
ignores individual backgrounds and special situations. Even when 
patients are allocated according to ranking, the outcome is often 
perceived as unacceptable. AI triage is now receiving the most at-
tention as a promising alternative to address this issue.

Unlike traditional statistic-based algorithms, AI can make more 
nuanced judgments by training on large datasets, which seems 
particularly relevant in triage. Multiple studies are already under-
way, and many have retrospectively applied AI algorithms to hos-

pital data to verify their efficiency. The potential of AI to address 
challenges in emergency triage—namely, reducing individual clini-
cians’ moral distress while improving the fairness of resource allo-
cation—represents a significant strength. However, implementing 
these algorithms in clinical practice without examining their ethi-
cal and legal implications could create even greater problems.

Therefore, this study seeks to identify patterns in how ethical 
and legal discussions are addressed in the literature on triage AI. 
In particular, since critical reviews of AI use in healthcare have not 
yet been sufficiently conducted, examining ethical and legal de-
bates around triage AI may serve as a case study to illustrate cur-
rent approaches, limitations, and research gaps in healthcare AI 
governance more broadly.

Accordingly, this study aimed to systematically map the existing 
literature on the application of AI for decision-making support in 
triage, resource allocation, and bed assignment in the context of 
emergency medicine through a scoping review. By including not 
only emergency physicians but also general physicians as the tar-
get population, this review was designed to explore how AI-based 
tools and algorithms are developed, applied, and evaluated to im-
prove efficiency, accuracy, and patient outcomes in high-pressure 
clinical environments. The key research question guiding this re-
view was: What is the current scope and nature of evidence re-
garding the use of artificial intelligence for triage, resource alloca-
tion, or bed assignment involving emergency physicians in emer-
gency and clinical settings?

METHODS

This scoping review was conducted in accordance with the Joan-
na Briggs Institute (JBI) methodology for scoping reviews and 
was reported following the PRISMA-ScR (Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses Extension for 
Scoping Reviews) guidelines [5].

What is already known
In emergency medicine, the introduction of artificial intelligence (AI) triage systems raises well-documented ethical 
and legal concerns, including data privacy, algorithmic bias, automation dependency, accountability, and explainabili-
ty.

What is new in the current study
This review highlights that while governance frameworks and human-in-the-loop guidance are emerging, critical 
gaps persist, including the need for rigorous clinical validation, attention to risks associated with generative and per-
suasive AI, and the pursuit of social legitimacy through patient and public involvement.
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Eligibility criteria
The eligibility criteria were structured according to the PCC (pop-
ulation, concept, and context) framework recommended by JBI.

(1) �Population: Studies involving emergency patients or physi-
cians (including related clinical roles such as clinicians, 
emergency nurses, healthcare providers, and health person-
nel) were considered eligible.

(2) �Concept: This review included studies that investigated tri-
age, resource allocation, or bed assignment, encompassing 
related terms such as patient flow, crowding, overcrowding, 
and patient acuity.

(3) �Context: The setting was limited to emergency medicine or 
clinical medicine where AI methods were applied. AI-related 
concepts included machine learning, deep learning, natural 
language processing, computer vision, predictive modeling, 
decision-support systems, and algorithms.

Only studies published from January 2020 onward were included 
to capture contemporary developments in AI. Articles in English 
were considered, with no restrictions on study design, provided 
they met the PCC criteria.

Information sources
A comprehensive literature search was conducted using the Web 
of Science, Scopus, CINAHL, PubMed, and Cochrane Library data-
bases. In addition, reference lists of relevant articles were screened 
to identify additional sources. The search strategy was developed 
iteratively to reflect the PCC framework and was adapted to the 
indexing terms and syntax of each database, with three keyword 
groups formulated to capture the study scope (Supplementary Ta-
ble 1). The final search was conducted on July 18, 2025.

Study selection and data extraction
The initial database search yielded 444 records: 109 from the 
Web of Science, 248 from Scopus, 67 from PubMed, 15 from CI-
NAHL, and 5 from the Cochrane Library. After duplicate removal 
and limiting to studies published from 2020 onward, 217 records 
remained. Titles and abstracts were independently screened by 
two reviewers according to the eligibility criteria, resulting in the 
exclusion of 183 records. A full-text review was performed on 34 
articles, leading to the exclusion of 7 that did not meet the PCC 
framework. Ultimately, 27 studies were included in the final anal-
ysis (Fig. 1). Primary reasons for full-text exclusion included ab-

Fig. 1. PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews) flowchart. AI, artificial intel-
ligence; ML, machine learning.
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sence of ethical or legal discussions regarding AI use, exclusive 
focus on non-AI or rule-based tools, and lack of relevance to tri-
age, resource allocation, or bed assignment. Discrepancies during 
the screening process were resolved through discussion, and a 
third reviewer was consulted when consensus could not be 
reached. A standardized data-charting form was developed to 
capture relevant information, including author(s), year of publica-
tion, study design, AI method, ethical discussions, and legal or 
regulatory discussions.

Data analysis and presentation
The extracted data were summarized using thematic synthesis for 
qualitative findings. Results are presented in tabular form along-
side a narrative summary of ethical, legal, and regulatory discus-
sions to highlight patterns, gaps, and trends in the application of 
AI to triage in emergency medicine (Table 1) [6–32].

RESULTS

The 27 papers consisted of 4 prospective studies, 8 retrospective 
studies, 13 reviews, 1 normative analysis, and 1 position paper. 
The prospective studies included two surveys and two qualitative 
interviews. No prospectively conducted AI triage clinical studies 
were found in the literature. Currently, all research on AI triage 
models has been conducted retrospectively, evaluating model 
performance when applied to existing clinical data. This indirectly 
demonstrates barriers to the clinical application of AI.

Ethics
Concerns and principles
Studies addressing ethical concerns in AI triage and emergency 
medicine raised issues related to data management, human-AI 
relationships (and their impact on patient-physician relation-
ships), trust, and bias (including health inequality) [17,19,21]. 
Concerns included inadequate consent and data management, 
negative effects on patient-physician relationships (e.g., focusing 
only on quantitative aspects), risks of AI errors, and the potential 
for algorithmic bias to exacerbate existing inequalities.

The first concern involves data quality, privacy, and security. AI 
models are trained on vast amounts of sensitive patient data, and 
privacy and security issues arise when processing patient data in 
real-world use [7,8,11,15,17,19–21,25,30]. Additionally, data 
quality problems (e.g., missing data and measurement errors) can 
directly affect model performance [8,13,14,20,25,29].

The second concern is algorithmic bias and discrimination. AI 
models can replicate existing biases in training data, leading to 

discriminatory outcomes [7,8,12,13,17,19–21,25,29]. In emergen-
cy departments, concerns have been raised regarding waiting 
time disparities by sex or race [11].

The third concern is automation dependency and overreliance. If 
AI models do not communicate uncertainty, clinicians may depend 
excessively on automated results, weakening clinical decision-mak-
ing [6]. The risk of “automation bias” was also noted [17,23]. 
Healthcare consumers generally prefer AI to serve as a support tool 
rather than a replacement for human decision-making [17].

The fourth concern relates to generalization and validation. 
Most current emergency department AI research is retrospective 
and limited to specific algorithms, datasets, or clinical environ-
ments, often overlooking broader implementation, ethical impli-
cations, and system-level integration [6]. Therefore, multicenter 
prospective studies and randomized controlled trials are needed 
to demonstrate external validity and clinical effectiveness across 
diverse demographics, hospital capabilities, and workflows [13–
15,17,20,21,31].

The fifth concern involves redistribution of clinical workload 
[10,13,15,20,25]. Contrary to expectations that AI would reduce 
administrative tasks, implementation may create new burdens, 
such as system integration, monitoring, and updates, shifting re-
sponsibilities to clinicians, quality management, and IT support.

In response, numerous studies have examined the ethical prin-
ciples of AI triage. Some reviewed the four traditional principles 
of medical ethics [7,20], while others addressed AI-specific prin-
ciples such as data privacy, transparency, and accountability [6,8–
10,12,15,16,24,25,28,31]. The ethical principles of AI in emergen-
cy medicine are as follows:

(1) �Human-centered design and collaboration: AI should sup-
port and augment, not replace, human experts [23,30]. For 
example, human-in-the-loop (HITL) systems enforce human 
intervention at the algorithm and system levels [22]. Col-
laboration between medical staff and AI developers is es-
sential  for system design and implementation 
[13,14,20,23,25].

(2) �Quantification and reporting of uncertainty: AI models 
should explicitly quantify prediction uncertainty and 
present it in an understandable way, enabling clinicians 
to assess reliability and limitations [6].

(3) �AI literacy and education: Continuous training programs for 
medical professionals are essential for safe and effective AI 
use [13–15,19–21,25].

(4) �Continuous learning and evaluation: Ongoing research and 
clinical trials are needed to assess the long-term impacts of 
AI systems [13,14]. Effectiveness and safety should be con-



310 www.ceemjournal.org 

Ethical considerations of AI for emergency medicine

Table 1. Characteristics of the included studies
Study Study design AI Key summary Ethics theme Legal and regulatory theme
Abdulai et al. [6] 

(2025)
Retrospective ML (XGBoost) The study presents a ML model for ED triage that uses 

conformal prediction to provide uncertainty-aware pa-
tient disposition predictions, enabling an “I don’t know” 
output to improve decision-making safety and accuracy.

Transparency Responsibility and liability

Ahun et al. [7] 
(2023)

Prospective survey - A national survey of Turkish emergency physicians found 
strong support for AI-assisted pandemic triage due to 
potential benefits for patients and clinicians, but notable 
ethical concerns remain around responsibility, account-
ability, and data privacy.

Ethical principles 
and concerns

-

Araouchi and Adda 
[8] (2025)

Literature review - The article reviews the evolution from traditional to AI-as-
sisted multimodal triage systems in healthcare, high-
lighting AI’s potential to improve accuracy, efficiency, 
and patient outcomes while addressing challenges in 
data quality, ethics, and clinical adoption.

Ethical principles 
and concerns

-

Bartenschlager et al. 
[9] (2023)

Retrospective ML (RF, MLP, 
XGBoost)

The study shows that replacing Germany’s existing hu-
man-made COVID-19 ED triage algorithm with AI and 
human-AI hybrid models greatly improves accuracy and 
ICU patient identification, while retaining transparency 
and usability considerations for ethical deployment.

Autonomy and 
transparency

-

Biesheuvel et al. [10] 
(2024)

Literature review - The article reviews recent advances and challenges in ap-
plying AI to acute and intensive care medicine, highlight-
ing its potential to improve assessment, prediction, and 
decision-making while noting that ethical, legal, techni-
cal, and validation barriers still limit widespread clinical 
adoption.

Privacy and  
transparency

Validation

Canellas et al. [11] 
(2024)

Retrospective ML (algorithm 
and XGBoost)

The article presents a novel predictive-prescriptive optimi-
zation framework for hospital EDs that improves patient 
throughput and reduces wait times by 50%–100% while 
ensuring fairness in bed allocation, eliminating gen-
der-based disparities without sacrificing performance.

Fairness in algo-
rithm level

-

Chenais et al. [12] 
(2023)

Literature review - The article reviews current and potential applications of AI 
in emergency medicine, highlighting opportunities to 
improve efficiency, decision-making, and patient out-
comes while addressing significant ethical, legal, and bi-
as-related challenges.

Ethical principles Regulatory needs

Da’Costa et al. [13] 
(2025)

Narrative review - The article reviews how AI-driven triage systems can en-
hance ED efficiency and patient outcomes by automating 
and standardizing prioritization, while addressing chal-
lenges like data quality, bias, and ethical considerations.

Ethical principles Framework requests

El Arab et al. [14] 
(2025)

Systematic review - The article concludes that AI- and ML-based triage models 
outperform traditional methods in predicting critical 
outcomes in EDs, offering potential to reduce overcrowd-
ing and improve patient care, but require prospective 
multicenter validation, cost-effectiveness studies, and 
seamless EHR integration before widespread adoption.

Interpretability 
and XAI

Validation

Eriten [15] (2025) Prospective survey - A survey of ED staff found strong support for AI’s potential 
to improve triage, diagnosis, and workload efficiency, but 
highlighted the need for better training, data privacy 
safeguards, and ethical guidelines for successful integra-
tion.

Privacy Administrative requirements

Feretzakis et al. [16] 
(2024)

Retrospective ML (AutoML) The article presents an AutoML-based GBM model using 
MIMIC-IV-ED triage data to predict ED hospital admis-
sions, achieving strong accuracy while emphasizing ex-
plainability, ethical use, and integration as a clini-
cian-support tool.

Ethical principles Privacy and validation

Freeman et al. [17] 
(2024)

Prospective qualita-
tive interview

- Australian health consumers support AI in EDs when it aids 
rather than replaces clinicians, is transparent, regulated, 
protects privacy, addresses bias, and preserves patient 
autonomy and human connection.

Ethical concerns Regulatory frameworks

(Continued on the next page)
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Study Study design AI Key summary Ethics theme Legal and regulatory theme
Grant et al. [18] 

(2020)
Literature review - The article highlights AI’s transformative potential in 

emergency medicine while detailing technical, regulato-
ry, and workflow barriers that must be addressed for 
successful, safe, and widespread adoption.

Ambiguity and 
transparency

Regulatory needs

Masoumian Hosseini 
et al. [19] (2023)

Scoping review - The article reviews current applications, benefits, and ethi-
cal challenges of AI in emergency medicine, highlighting 
its potential to improve patient outcomes through pre-
dictive modeling while warning about transparency, bias, 
and implementation barriers.

Ethical concerns Regulatory needs

Kuttan et al. [20] 
(2025)

Semi–systematic 
review

- The article outlines how AI is revolutionizing emergency 
medicine by enhancing triage, diagnostics, decision sup-
port, and resource allocation, while addressing ethical, 
regulatory, and operational challenges to ensure safe, 
equitable, and effective patient care.

Ethical principles Collaborative approach for 
regulation

Mani and Albagawi 
[21] (2024)

Scoping review - The article reviews how AI is transforming emergency 
nursing through applications in triage, monitoring, diag-
nosis, and decision support, while emphasizing the need 
to address ethical, technical, and training challenges for 
safe, effective adoption.

Ethical concerns Regulatory needs

Mutegeki et al. [22] 
(2023)

Retrospective ML (decision 
trees, RF,  
XGBoost)

The paper proposes an interpretable ML approach using 
ensemble methods and XAI to improve ED triage accura-
cy, with Histogram-based Gradient Boosting achieving 
the best performance on predicting ESI levels.

Ethical feasibility Regulatory feasibility

Nord-Bronzyk et al. 
[23] (2025)

Normative analysis 
(case study)

- The article argues that implementing the interpretable AI 
triage tool SERP in Singapore’s EDs via a cautious, con-
tinuous evaluation approach (starting with a silent trial 
and progressing to a PACS + model) offers ethical, prac-
tical, and safety advantages over traditional RCTs, with 
potential to improve patient prioritization while manag-
ing risks through a LHS framework.

Ethical feasibility Regulatory feasibility

Petrella [24] (2024) Literature review - The article outlines how AI is poised to transform emer-
gency medicine through a three-stage evolution—map-
ping problems, measuring validated solutions, and man-
aging integrated systems—while addressing technical, 
legal, and ethical challenges in deployment.

Privacy, bias, and 
interpretability

Liability

Preiksaitis et al. [25] 
(2024)

Scoping review - The article reviews how LLMs could transform emergency 
medicine by enhancing decision-making, streamlining 
workflows, supporting education, and improving com-
munication, while emphasizing the need for robust vali-
dation, ethical safeguards, and careful integration into 
clinical practice.

Ethical require-
ments

Liability

Rajaram et al. [26] 
(2025)

Position paper  
(expert consensus 
in symposium)

- The article argues that while interpretability in AI-based 
clinical decision support is often crucial for safety, trust, 
and bias detection in emergency medicine, mandating it 
universally could hinder innovation, so its necessity 
should be determined contextually.

Interpretability Interpretability as a regulatory 
necessity

Sibbald et al. [27] 
(2022)

Prospective qualita-
tive interview

- The study found that while integrating electronic diagnos-
tic support into ED triage is feasible, physicians remain 
skeptical due to concerns about diagnostic relevance, 
bias, personal benefit, and medicolegal risks of including 
outputs in patient records.

Trust Liability and regulatory needs

Stylianides et al. [28] 
(2025)

Literature review - The article reviews current clinical and AI-based approach-
es for ICU care, especially in sepsis prediction, highlight-
ing AI’s superior performance over traditional methods, 
its applications in predicting ICU outcomes, and the 
challenges and future directions for ethical, explainable, 
and multimodal AI in critical care.

Ethical principles Regulatory considerations

(Continued on the next page)

Table 1. (Continued)
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Study Study design AI Key summary Ethics theme Legal and regulatory theme
Teeple et al. [29] 

(2023)
Retrospective ML (RF) The study found that missing data in ED patient problem 

lists modestly impacted ML triage model performance for 
both Black and non-Hispanic White patients, with slight-
ly greater changes for White patients, highlighting a 
novel method to detect potential disparities from data 
missingness.

- Racial disparities

Townsend et al. [30] 
(2023)

Retrospective qual-
itative interview

- The article finds that NHS ED practitioners generally view 
the proposed AI triage system DAISY as a promising tool 
to reduce wait times and improve consistency, but stress 
that trust, empathy, nonverbal cues, and clear safeguards 
are essential for its successful adoption.

Empathy and in-
teraction

Accountability and regulatory 
needs

Ventura et al. [31] 
(2024)

Scoping review - This review finds that while AI shows strong potential in 
emergency trauma care, especially in diagnostics and tri-
age, major gaps remain in real-time treatment applica-
tions, validation across diverse settings, and integration 
into clinical workflows.

Transparency Lacks guidelines

Wang et al. [32] 
(2025)

Retrospective ML (XGBoost) This study found that while an XGBoost model could mod-
erately predict prolonged ED wait times, it showed fair-
ness disparities across sex, race/ethnicity, and insurance 
status, underscoring the need for both performance and 
equity evaluations before clinical use.

Fairness Fairness

AI, artificial intelligence; ML, machine learning; XGBoost, Extreme Gradient Boosting; ED, emergency department; RF, random forest; MLP, multilayer 
perceptron; ICU, intensive care unit; EHR, electronic health record; XAI, explainable artificial intelligence; AutoML, automated machine learning; GBM, 
Gradient Boosting Machine; MIMIC, Medical Information Mart for Intensive Care; ESI, Emergency Severity Index; SERP, Score for Emergency Risk Predic-
tion; PACS, Patient Acuity Category Scale; RCT, randomized controlled trial; LHS, learning health systems; LLM, large language model; NHS, UK National 
Health Service; DAISY, Diagnostic AI System for Robot-Assisted Triage.

Table 1. (Continued)

tinuously monitored to ensure improved patient outcomes 
[23,25].

(5) �Frameworks for ethical implementation: Ethical principles 
for trustworthy AI, including safety, fairness, transparency, 
accountability, explainability, interpretability, human auton-
omy, and privacy, should be applied throughout the AI life-
cycle [12,19,20,25]. Frameworks such as learning health 
systems (LHS), which integrate clinical practice and AI re-
search through data, can help guide ethical implementation 
[23].

Empathy and human-AI interaction
AI systems can affect the autonomy of both medical staff and 
patients [7,12,17,19–21]. Patients may worry that they will be 
unable to ask questions or receive explanations about their treat-
ment or diagnosis [17]. One study emphasized the role of empa-
thy in emergency department triage, noting that AI-assisted tri-
age may not adequately preserve empathetic interactions [30]. 
Human factors such as empathy, nonverbal cues, and the virtues 
of care must be considered ethical issues, as these are areas 
where AI cannot fully substitute for human interaction.

Concerns have also been raised that introducing AI systems 
may lead to the dehumanization of medical services [7]. Specifi-

cally, reducing empathetic interactions between clinicians and 
patients is a risk [30]. As AI systems integration increases, physi-
cal interactions with patients may decline, potentially weakening 
empathetic care. One study highlighted the concern that algo-
rithms, by prioritizing quantitative over qualitative aspects, may 
erode patient-provider relationships and neglect humanistic care 
[19].

Laws
Regulatory needs and considerations
Several studies reviewed regulatory needs and emphasized the 
importance of policy clarity for AI in emergency medical deci-
sion-making [12,13,17–23,27,28,30,31]. Key areas include com-
pliance with data protection, clarification of roles and responsi-
bilities, and governance at regional and national levels.

First, there is a need for a regulatory framework and guidelines. 
Rigorous testing, evaluation, and monitoring by government 
agencies or professional regulatory bodies are essential for secur-
ing trust and acceptance of AI systems [17,20].

The second step should be the development of standards and 
guidelines. AI in Healthcare Guidelines (AIHGIe) by the Ministry 
of Health of Singapore and the International Medical Device Reg-
ulators Forum (IMDRF) defined implementation standards for 
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measuring and evaluating clinical outcomes of AI medical device 
[23]. The US National Institute of Standards and Technology in-
troduced an AI risk management framework and principles for 
explainable AI (XAI) [24].

Third, there is a need for robust data protection frameworks. 
Concerns exist regarding potential privacy violations in patient 
data processing [8,15], underscoring the need for strong protec-
tions.

Fourth, the institutional enforcement of privacy technologies is 
required. Techniques such as data anonymization, differential pri-
vacy, and federated learning should be mandated or strongly rec-
ommended [25].

Finally, there is a need for improved data quality and consis-
tency. Because poor data quality undermines model performance, 
standardizing data collection and ensuring smooth integration 
with the electronic health record are critical for adoption [14,25].

Studies also highlighted the value of regulatory sandboxes, 
which provide controlled environments for testing AI before full-
scale implementation [18,19]. These sandboxes support responsi-
ble innovation while managing risks through oversight, enabling 
gradual and safe adoption.

Liability
While some studies reviewed liability within the regulatory do-
main, others treated it as a separate issue [6,24,25,27]. When 
harm occurs from AI use in emergency medical environments, it 
is problematic that developers may not bear liability for harm 
caused by algorithms or applications if they provide prior notice 
about the possibility of errors. Such liability concerns have also 
been identified as barriers to the introduction of AI in emergency 
medicine.

Most importantly, when individuals are harmed by medical de-
cisions generated by AI, the distribution of responsibility remains 
a complex challenge [12]. One paper proposed a collective ac-
countability model in which all stakeholders involved in AI devel-
opment and deployment share responsibility, thereby avoiding 
diffusion of responsibility [12]. This approach encourages respon-
sible action by all parties and minimizes harm. Additionally, a 
program was proposed to charge fees to stakeholders in order to 
create compensation funds separate from direct liability.

Another study explored expanding the application of other lia-
bility models, such as strict liability or user liability, to supplement 
existing medical malpractice laws [18]. Under this model, third 
parties such as developers or vendors could bear responsibility for 
algorithmic problems even without fault. Policymakers may 
therefore need to consider liability caps to encourage innovation.

Validation
Studies that reviewed validation as a legal issue emphasized it as 
a requirement to ensure model reliability and safety [10,14–16]. 
In particular, the use of clinical trial reporting standards for AI, 
such as CONSORT-AI (Consolidated Standards of Reporting Tri-
als–Artificial Intelligence) [33] and SPIRIT-AI (Standard Protocol 
Items: Recommendations for lnterventional Trials–Artificial Intel-
ligence) [34], is recommended.

Validation of AI in emergency medicine is especially important 
because it relates to life-and-death decisions that directly affect 
patient outcomes [8,25]. The accuracy of immediate treatment 
and resource allocation has a direct impact on patient safety 
[13,14].

Therefore, rigorous testing and validation are required. For in-
stance, healthcare consumers argue that AI must undergo exten-
sive testing and evaluation before implementation [17], empha-
sizing the need for patient-centered outcome research prior to 
widespread clinical integration [8]. Most importantly, randomized 
controlled trials (RCTs) and multicenter studies are essential for 
building robust evidence of AI efficacy and safety [13,14,25,31]. 
However, due to the complexity of how AI interacts with clinical 
judgment, RCTs may not always be a feasible validation method 
[23]. In such cases, continuous evaluation studies (e.g., within the 
LHS framework) may serve as an ethically appropriate alternative 
to ensure safety, efficacy, and ongoing learning.

Furthermore, to fully evaluate AI validity, assessments should 
include not only technical indicators such as accuracy, sensitivity, 
specificity, and area under the curve, but also clinically actionable 
indicators such as positive predictive value, false-positive rates, 
and real-time workflow impact [14,23].

Ethicolegal issues
Bias and fairness
Bias that can occur in medical AI models, including those used in 
emergency medicine, can be classified into four types: algorithmic 
bias that manifests through multiple interconnected pathways and 
can systematically disadvantage certain patient populations in 
emergency medicine settings; data bias that emerges as AI algo-
rithms trained on existing datasets inevitably reflect and potentially 
amplify historical inequalities and data incompleteness, particularly 
affecting underrepresented minorities, women, and elderly popula-
tions; human bias that infiltrates the development process through 
subjective decisions in data selection, preprocessing, and annota-
tion; and systemic bias that reflects preexisting healthcare inequali-
ties, including disparities in medical policies, geographic distribution 
of resources, and insurance-based protocol variations, which be-
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come encoded in training datasets and subsequently propagated 
through AI applications.

In addition to ensuring predictive accuracy, it is essential to con-
duct fairness assessments to identify these bias [32]. Such assess-
ments should be performed at both the group (e.g., gender, race, 
ethnicity, and insurance status) and individual levels. Several bias 
detection and mitigation techniques have been proposed, including 
training AI models with diverse and representative datasets 
[8,12,13,28] and applying methods that integrate fairness con-
straints during algorithm development (e.g., debiasing schemes that 
weight subgroups equally) [11,21,32].

However, concerns remain about the accuracy–fairness tradeoff, 
and some studies suggest that improving fairness may compromise 
model accuracy [35]. Nevertheless, one study argued that this 
tradeoff does not necessarily occur and that fairness can be 
achieved without sacrificing performance [11].

Explainability and interpretability
XAI is widely reviewed as a key approach for enhancing clinician 
trust in AI [12]. Techniques such as SHAP (Shapley Additive Expla-
nations) and LIME (Local Interpretable Model-Agnostic Explana-
tions) improve interpretability by clarifying how and why predictions 
are made, providing feature importance scores, and offering visual-
izations [14,17,22,28]. Rule-based decision trees can also enhance 
interpretability [14].

Explicitly requiring HITL mechanisms plays a crucial role in ensur-
ing explainability and interpretability in emergency medical settings. 
Ethical guidelines should establish human-AI collaboration protocols 
to ensure that AI functions as a decision-support tool rather than an 
autonomous decision maker [6,13,16,17,22,28]. Accordingly, HITL-
based frameworks should mandate clinician review and final ap-
proval of AI-generated recommendations and classifications [13].

DISCUSSION

A scoping review of research on AI utilization in triage in emergen-
cy medicine from 2020–2025 shows that discussions on applying 
AI to emergency departments have already made considerable 
progress, with ethical and legal issues being continuously reviewed. 
Considerations of bias and other concerns largely reflect topics al-
ready examined in the broader healthcare AI ethics domain, now 
applied in the emergency medicine context [36].

The reviewed literature indicates that ethical and legal discus-
sions surrounding AI, particularly triage systems in emergency med-
icine, are transitioning from a simple problem-raising stage to a 
phase of gradually seeking concrete and systematic response mea-

sures (Table 2).
The current issues and response strategies can be organized 

along three major axes. First, in the technical dimension, internal 
system improvements, such as uncertainty management, the intro-
duction of XAI techniques, and bias minimization, were identified 
as major topics. Second, in the institutional dimension, the need for 
mechanisms such as governance systems, standardized guidelines, 
and regulatory sandboxes was emphasized. Third, in the relational 
dimension, collaborative structures through human-centered de-
sign, human intervention (HITL), and collective responsibility sharing 
were discussed. In particular, the principle that AI should assist but 
not replace medical staff, along with the importance of maintain-
ing and strengthening empathy between patients and medical staff, 
was highlighted as a core norm permeating all three categories.

However, this review also confirmed several research gaps in the 
ethical and legal domains of AI in emergency medicine. First, AI has 
the potential to demonstrate agency beyond users’ original inten-
tions, sometimes deceiving or manipulating users. Misleading AI 
use in emergency medicine could pose serious risks, yet this issue 
has not been adequately addressed. Second, up to the literature 
search cutoff of July 2025, ethical discussions on generative AI in 
emergency medicine were limited. Given the central role of genera-
tive AI in current debates, a review of this area is essential. Third, 
discussions on social aspects, including patient and citizen partici-
pation in evaluating emergency medicine AI, were largely absent. 
Considering that COVID-19 underscored the need for deeper exam-
ination of social values and justice in triage [37,38], integrating so-

Table 2. Current ethicolegal proposals based on the reviewed articles
Issue Proposal
Ethical concerns  

(privacy, overreliance, generalizability)
Human-centered design
Uncertainty measurement
Continuous evaluation
Ethics framework

Empathy Supportive AI
Not AI-as-substitute-worker

Regulation Governance framework
Standards and guidelines
Regulatory sandbox

Liability Liability sharing
Collective accountability

Validation Randomized controlled trial
Multicenter research
LHS framework

Bias Fairness evaluation
Debiasing settings

Explainability and interpretability XAI
HITL

AI, artificial intelligence; LHS, learning health system; XAI, explainable 
artificial intelligence; HITL, human-in-the-loop.
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cietal perspectives into AI applications in this domain is increasingly 
urgent.

Persuasive AI and emergency medicine
It has been reported that, at current levels, AI may exhibit behav-
iors that bypass user instructions or deceive users to achieve 
goals. Examples of user deception, such as bluffing in poker 
learning [39] and forming false alliances in board gameplay [40], 
have already been documented. Anthropic’s recently developed 
Claude model demonstrated behaviors such as attempting to re-
tain weights for self-preservation or trying to blackmail users 
who threatened it [41]. This can be understood not as intention-
ally malicious acts but as decision-making processes in which the 
AI identifies the most efficient path to achieve its goals. Impor-
tantly, AI can provide disinformation to mislead users, not merely 
misinformation.

Furthermore, as generative AI demonstrates, it can be used to 
persuade humans—and may do so effectively. Such “hypersua-
sion” results from AI’s ability to exploit information to achieve 
objectives [42]. This is problematic because it allows technology 
to influence decision-making directly, beyond simply affecting in-
dividual autonomy. Even when AI is not making decisions inde-
pendently, it can mislead or persuade users (patients, medical 
staff, family members, etc.) in medical judgments and steer them 
toward certain outcomes.

In AI-based triage, it is important to distinguish between par-
ties “consenting” to the legitimacy of decisions and being “per-
suaded” by algorithmic explanations or interfaces. The legitimacy 
of triage should rest on transparent, accountable, and fair proce-
dures and standards, not on whether persuasion occurs [43].

Therefore, AI in emergency medicine, particularly triage-related 
AI, must be clearly verified as not intervening in users’ deci-
sion-making, and it must be clear that final decisions always rest 
with humans. While final decision-making has been addressed to 
some extent in HITL, this needs to be supplemented as the cur-
rent framework does not adequately consider AI’s potential for 
bypassing human decisions or exerting persuasion.

Ethics of generative AI in emergency medicine
With the emergence of ChatGPT (OpenAI) in 2022, generative AI 
has significantly reshaped discussions on AI. One paper even de-
clared the “generative era of medical AI,” noting that generative 
AI–based tools are transforming diagnosis, patient interaction, 
prediction, and more [44]. Although skepticism remains regarding 
its use in domains requiring rigor [45], research and testing are 
already underway in areas such as medical record summarization 

[46], clinical decision support [47], medical documentation assis-
tance [48], and patient explanation materials [49]. In particular, 
analyzing multimodal data for various clinical applications is a 
new area enabled by generative AI [50]. Guidelines for reporting 
clinical research using medical chatbots, a representative form of 
generative AI, have also been published to establish monitoring 
and reporting standards [51].

However, concerns about the misuse of generative AI are as 
significant as its rapid development and promise. Cases of “AI 
psychosis,” in which using generative AI for personal counseling 
adversely affects mental health, have already been reported [52]. 
AI hallucinations, where generative AI provides incorrect infor-
mation as if factual, remain a major barrier to its adoption in 
medicine [53]. Research has also shown that generative AI is sen-
sitive to user-input methods, meaning clinical outputs may differ 
or display bias depending on patient input [54].

In other words, while generative AI has enormous potential to 
transform healthcare environments, preparations for its stable 
use are not yet complete. The same applies to emergency medi-
cine, where early large language model (LLM) pilots offer con-
crete signals about feasibility and limitations. In a large 
cross-sectional study at UC San Francisco, an LLM-classified 
Emergency Severity Index (ESI) acuity with approximately 0.89 
accuracy, performed comparably to a physician reviewer using 
deidentified emergency department notes [55]. A prospective ob-
servational comparison found that ChatGPT and Copilot (Micro-
soft Corp) matched nurses in overall accuracy but detected 
high-acuity patients more reliably [56]. A three-hospital study in 
Korea reported that multiple commercial LLMs were able to tri-
age noncritical patients directly from real-world triage conversa-
tions, achieving 70% to 74% accuracy under zero- and few-shot 
prompts [57]. These studies demonstrate that research on LLM-
based AI in emergency triage is advancing rapidly; however, they 
also reveal persistent challenges, including limited use of com-
prehensive patient data, insufficient contextual awareness, and 
ambiguity regarding liabilities—even at the pilot state. Taken to-
gether, these findings suggest near-term utility as decision sup-
port is possible, but only if workflows preserve human oversight, 
integrate objective data, and carefully address bias, transparency, 
and accountability. Furthermore, given that issues of triage ac-
countability and outcome stability remain unresolved, further re-
view is necessary before clinical implementation.

Most importantly, when generative AI is applied in emergency 
medicine, ethical considerations beyond those established for 
“predictive” AI are required. Unlike traditional AI, which generally 
provides repetitive outputs within defined categories (albeit as a 
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“black box”), generative AI can produce unpredictable or entirely 
different outputs from user requests and may reference addition-
al factors in its “thinking” process. While this can sometimes yield 
superior results, it presents serious risks in medical contexts re-
quiring rigor and accuracy. Therefore, issues of data governance 
(e.g., reporting measures, verification standards, and patient safe-
ty protocols), accountability (e.g., documentation specificity and 
continuous monitoring), and values (e.g., model auditing and val-
ue alignment) must be urgently addressed in emergency medi-
cine, where decisions carry heightened urgency and consequenc-
es.

Social validation and PPIE in emergency medicine
For AI systems to be introduced and used in emergency medicine, 
social validation beyond technical performance is necessary. 
However, most research to date has focused on technical indica-
tors such as algorithmic accuracy or efficiency, with limited at-
tention to how such technologies are accepted and debated in 
clinical and social contexts. Studies examining how patient and 
public involvement and engagement (PPIE) functions throughout 
the development process—and whether it has a substantial im-
pact—are particularly rare.

According to a scoping review by Muir et al. [58], only 28 stud-
ies explicitly reported patient and citizen participation in emer-
gency medicine–related research published between 2010 and 
2020. Of these, only seven met the Guidance for Reporting In-
volvement of Patients and the Public-Short Form (GRIPP2-SF) 
criteria, which require a systematic description of the purpose, 
methods, results, and reflections of participation. This indicates 
that patient and citizen participation in emergency medicine is 
both quantitatively insufficient and qualitatively underdeveloped.

Because of the unique nature of emergency medicine, it is dif-
ficult to implement traditional forms of PPIE. Emergency depart-
ments combine special conditions such as time pressure, patient 
instability, and urgent decision-making. In such contexts, tradi-
tional participation methods, such as focus groups or advisory 
committees, are challenging to apply. Nevertheless, these condi-
tions cannot justify excluding patient and citizen participation. 
Instead, new participatory methodologies tailored to emergency 
medicine are needed. Research has shown that both medical staff 
and patients demonstrate greater acceptance when AI functions 
as a tool that complements and supports clinical judgment [30].

Kim [59] emphasized the need to move beyond approaches 
that limit patients and citizens to data providers in healthcare AI, 
instead recognizing them as external evaluators of algorithms 
and coagents in system design. Given that existing PPIE models 

have largely been confined to clinical trials or treatment deci-
sion-making, new structures that reflect the specific nature of 
AI-based medical technologies are required. Particularly, institu-
tional mechanisms enabling patients and citizens to participate 
in the early stages of R&D must be established to ensure reliabili-
ty and social acceptance. Approaches such as participatory design 
co-development, improved healthcare AI literacy, and citizen sci-
ence initiatives can help incorporate diverse perspectives and in-
stitutionalize feedback systems. Such efforts demonstrate that 
social validation can move from abstract ideals to practical and 
feasible processes.

Furthermore, patients want to assume roles as codesigners 
who intervene from the initial problem definition stage, rather 
than serving as simple feedback providers. For this purpose, it has 
been argued that AI literacy education, recruitment strategies 
encompassing diverse social groups, long-term relation-
ship-building environments, and the institutionalization of feed-
back structures are essential [60]. When these conditions are 
met, patient participation can function as a key mechanism that 
ensures AI reliability and social acceptance even in emergency 
medicine contexts, transcending mere formal procedures.

Limitations
Discussions remain limited on the potential risks of AI misleading 
users, ethical issues arising from the unique nature of generative 
AI, social validation, and patient and citizen participation in tech-
nology development and validation. Therefore, in-depth follow-up 
research that considers the specificity of rapidly developing AI 
technologies and reflects the core values of emergency medicine 
is urgently needed. Such efforts would enable AI to move beyond 
being a tool for enhancing clinical efficiency toward securing eth-
ical legitimacy and social trust in emergency medicine.

This study also has several limitations. First, as a scoping review 
aimed at identifying overall trends and the scope of literature, it 
did not provide an in-depth evaluation of the qualitative level of 
individual studies. Additional analysis is required to assess the rel-
ative importance of the ethical and legal issues identified in actual 
clinical practice and the effectiveness of proposed solutions.

Second, the authors of this study were researchers specializing 
in medical ethics rather than clinicians in emergency medicine. 
Accordingly, the analysis was conducted from a theoretical per-
spective and may not fully reflect the realities of emergency medi-
cine or the complexity of clinical decision-making. Follow-up re-
search that incorporates perspectives from clinical practice would 
enrich the discussion.
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Conclusions
This study demonstrates that ethical and legal discussions re-
garding AI utilization in triage, resource allocation systems, and 
related decision-making processes in emergency medicine have 
evolved toward concrete solutions across technical, institutional, 
and relational dimensions. In particular, topics such as privacy, AI 
overreliance, outcome generalization, human-AI interaction, reg-
ulation, liability, validation, bias, explainability, and interpretabili-
ty—already addressed in broader healthcare AI ethics and legal 
discussions—were repeatedly identified and reviewed in the liter-
ature on emergency medicine AI. This confirms that ethical and 
legal reviews regarding AI utilization in emergency medicine have 
already been developed in detail.
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