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Prospects and applications of artificial intelligence
and large language models in obstetrics and
gynecology education: a narrative review

Kyung Jin Eoh, MD, PhD
Department of Obstetrics and Gynecology, Yongin Severance Hospital, Yonsei University College of Medicine, Yongin, Korea

Purpose: This review examines how artificial intelligence (Al) and large language models (LLMs) can meet the
diverse demands of obstetrics and gynecology education. Based on an exploration of their applications, benefits,
and challenges, strategies are proposed for effectively integrating these emerging technologies into educational
programs.

Current Concepts: Traditional obstetrics and gynecology education relies on lectures, hands-on training, and
clinical exposure. However, these approaches often face limitations such as restricted practical opportunities
and difficulties in remaining current with rapidly evolving medical knowledge. Recent Al advancements offer
enhanced data analysis and problem-solving capabilities, while LLMs, through natural language processing,
can supply timely, disease-specific information and facilitate simulation-based training. Despite these benefits,
concerns persist regarding data bias, ethical considerations, privacy risks, and potential disparities in healthcare
access.

Discussion and Conclusion: Although Al and LLMs hold promise for improving obstetrics and gynecology
education by expanding access to current information and reinforcing clinical competencies, they also present
drawbacks. Algorithmic transparency, data quality, and ethical use of patient information must be addressed to
foster trust and effectiveness. Strengthening ethics education, developing Explainable Al, and establishing clear
validation and regulatory frameworks are critical for minimizing risks such as over-diagnosis, bias, and inequitable
resource distribution. When used responsibly, Al and LLMs can revolutionize obstetrics and gynecology education
by enhancing teaching methods, promoting student engagement, and improving clinical preparedness.
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Introduction plex and multifaceted medical specialty that requires a high
level of expertise and practical proficiency [1]. Currently,
Obstetrics and gynecology constitutes a particularly com- most obstetrics and gynecology education involves didac-

tic lectures, hands-on training, and clinical immersion, in
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ditional teaching methods face notable challenges, includ-
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Event/Development
Coining of the term "Artificial Intelligence”
Development of the Perceptron, an early neural network model

Criticiam of the Parceptron’s limitations by Marvin Minsky and
Seymour Fapert
First Al winter, funding and interest in Al ressarch dacline

Introduction of expert systerns, renewed Al intorest
Second Al winter, due to reduced expectations and funding cuts

IBM's Deep Blue defeats world chess champion Garry Kasparov

Intreduction of GPU acceleration, aiding Al research

Rise of Deep Learning, significant improvements in Al capabilities
Breakthrough in ImageNeat competition, deep learning dominatas
computer vision

Intreduction of Transformers, revelutionizing NLP models
G-luuglc DeepMind's AlphaGo defeats Lee Sedol, a professional Go
playar

Development of ResNat (Residual Network). improving deep learning
performance

Release of GPT-3, a major advancement in language mode
Launch of ChatGPT, making LLMs accessible to the public
Ralease of GPT-4, further impraving Al reasoning and capabilities

Development of Phi-3, Llama 3, and other next-generation LLMs

Figure 1. Hierarchy and chronological development of artificial intelligence, machine learning, and deep learning. Al artificial intelligence; GPU, graphics processing
unit; NLP, natural language processing; GPT, Generative Pre-trained Transformer. lllustration by the author.

To address these shortcomings, artificial intelligence
(AI) has emerged as an innovative tool with the poten-
tial to transform obstetrics and gynecology education [4].
By offering powerful data analysis, problem-solving, and
knowledge dissemination capabilities, AI can significantly
improve the quality of education and the overall learning
experience [5].

The Oxford English Dictionary defines Al as “the theory
and development of computer systems capable of perform-
ing tasks that typically require human intelligence, such as
visual and speech recognition, decision-making, and lan-
guage translation” [6]. AT encompasses a range of techniques,
including probabilistic machine learning, evolutionary com-
puting, expert systems, and fuzzy systems. Its origins date
back to 1943, when McCulloch and Pitts proposed an electri-
cal circuit model mimicking the brain’s neural networks [7].
The term “artificial intelligence” was formally adopted at the
1956 Dartmouth Conference, paving the way for subsequent

breakthroughs such as neural network models, backpropa-

gation, multilayer architectures, and deep learning technolo-
gies, all of which have profoundly influenced numerous fields
(Figure 1) [8,9].

In the medical domain, Al is mainly applied to improve
patient diagnosis, develop treatment plans, and promote
patient safety, with significant potential to reduce diagnostic
errors and enhance healthcare quality [10]. It is especially
valuable for meeting growing healthcare demands driven by
aging populations and shortages of medical personnel [11].
Within obstetrics and gynecology education, integrating Al
can help mitigate students’ anxieties and uncertainties while
creating an opportunity to reshape medical education [4,12].

At this critical juncture, it is essential to understand both
the current progress and the limitations of Al-based medi-
cal technologies, as well as to develop a systematic educa-
tional framework grounded in that knowledge. This narra-
tive review aims to assess the transformative effects of Al on
medical fields, including obstetrics and gynecology, and to

investigate how these innovations can be effectively integrat-
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Table 1. Summary of large language models in various domains

LLMs Developer Summary/key applications Primary domain Year of
development
ChatGPT OpenAl NLP and text generation, widely used for chatbots, content creation, and code generation General Al NLP 2022
GPT3,35,4 OpenAl Advanced versions of ChatGPT, providing improved contextual understanding and text General Al,NLP 2020
generation
Gemini Google Google’s LLM, focused on search enhancement and conversational Al General AL, NLP 2023
DeepSeek DeepSeek Chinese-developed Al assistant with DeepThink capabilities and enhanced contextual General Al,NLP 2023
understanding
BioGPT Luoetal. Biomedical text generation and literature mining, specialized for clinical data processing Biomedical Al 2022
BioBERT Lee et al. Fine-tuned BERT for biomedical text generation and literature extraction Biomedical Al 2019
BioMedLM Stanford (Bolton et al.)  Biomedical LLM from Stanford, optimized for medical text analysis Biomedical Al 2023
ChatCAD Wang et al. Al-driven diagnosis system analyzing medical images for clinical support Medical imaging 2022
ClinicalBERT Huang et al. Clinical text processing model trained on electronic health records Clinical data 2019
BlueBERT Peng et al. Biomedical BERT variant trained on PubMed abstracts and clinical notes Biomedical Al 2019
Clinical Camel ~ Toma et al. Llama-based model fine-tuned for biomedical research applications Biomedical Al 2023
BioMegatron Shin et al. BERT variant trained specifically on PubMed abstracts and biomedical datasets Biomedical Al 2020
BioMedRoBERTa ~ Gururangan et al. Fine-tuned RoBERTA model optimized for biomedical research applications Biomedical Al 2020
MedAlpaca Han et al. Alpaca-based model tailored for medical research and data processing Biomedical Al 2023
Med-PaLM Google (Singhal etal.)  Google's medical Al model trained on diverse biomedical literature and research data Biomedical Al 2023

LLM, large language model; GPT, Generative Pre-trained Transformer; Al, artificial intelligence; NLP, natural language processing; BERT, Bidirectional Encoder Representations from Transformers; BioMedLM,
Biomedical Language Model; ChatCAD, Chat-based Clinical Al Diagnosis; BioMedRoBERTa, Biomedical Robustly Optimized BERT Pretraining Approach; Med-PaLM, Medical Pathways Language Model.

ed into medical education.
This study did not involve human subjects; thus, neither
institutional review board approval nor informed consent

was required.

Overview of Large Language Models
and Their Applications in Obstetrics and
Gynecology Education

Large language models (LLMs) are a specialized branch of
Al capable of understanding and generating natural language
by training on extensive datasets. Notable examples include
OpenATs Generative Pre-trained Transformer-4 (GPT-4)
and Google’s Gemini, which excel at analyzing large volumes
of text and producing new information based on that analy-
sis. In medicine, LLMs are used in a variety of ways, such as
analyzing patient records and supporting medical consulta-
tions (Table 1) [13,14] .

The potential applications of LLMs in obstetrics and gyne-
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cology education are extensive. For example, LLMs can
quickly provide relevant information when students inquire
about specific conditions or can serve as simulation tools to
replicate complex diagnostic processes. These uses can cre-
ate a more effective learning environment, helping bridge the
gap between theoretical knowledge and practical skills [15].

As machine learning becomes increasingly prevalent in
future healthcare systems, the healthcare delivery landscape
is expected to change significantly. Wartman and Combs [16]
identified key characteristics of future healthcare, including
the creation of environments that facilitate care regardless of
patient location, team-based care involving diverse providers,
the use of multiple information sources (including AI), and
the efficient management of AI models in clinical settings.
Adapting to these changes will require healthcare profession-
als to develop new competencies.

In addition, the World Economic Forum’s 4C frame-
work—critical thinking, communication, collaboration,
and creativity—represents essential competencies for future

healthcare practitioners, underscoring the need for pedagog-
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Table 2. Potential roles of large language models in clinical training and knowledge acquisition in obstetrics and gynecology

Role Specific applications

Expected benefits

Complex medical data analysis
test results

Clinical process simulation

Enhancing problem-solving skills - Presenting complex medical cases and guiding step-by-step problem resolution

Personalized learning and
feedback

Improved access to academic
resources

detailed feedback on incorrect answers

Providing possible diagnoses and treatment options based on patient history and

Interacting with virtual patients to practice diagnosis and treatment

Offering supplementary explanations tailored to the learner’s level and providing

Translating and summarizing the latest research and global medical knowledge

Aiding in accurate diagnosis and treatment planning

Enhancing communication skills and adaptability in real
clinical settings

Improving clinical reasoning and comprehensive
problem-solving abilities

Increasing learning efficiency and boosting confidence

Creating a learning environment based on the most
up-to-date information

ical reform in medical education [17]. A survey of medical
students in Busan found that 97% considered AI education
indispensable, while a separate survey at Stanford Medical
School reported that 73% of students recognized the need
for additional training to prepare for medical innovation.
Nevertheless, only 18% of students and residents felt that cur-
rent education adequately equips them for evolving medical
technologies, emphasizing the urgent need to improve edu-
cational programs [17].

Prominent organizations such as the National Academy of
Medicine, the American Medical Association, and the United
Kingdom’s National Health Service have identified essential
competencies for medical education. These include the abili-
ty to extract and synthesize relevant information from a rap-
idly expanding body of medical knowledge, engage in self-di-
rected lifelong learning, understand machine learning prin-
ciples while recognizing their limitations, deliver precision
medicine through data utilization, choose and implement
suitable machine learning models, collaborate with diverse
healthcare stakeholders, and empathize and communicate
effectively with patients [18].

These competencies are especially important in obstetrics
and gynecology education, where LLMs can streamline stu-
dents’ and residents” access to complex medical information,
thus improving the overall learning experience. It is therefore
essential to investigate methods for incorporating these tech-

nologies into educational programs.

Potential Roles of LLMs in Clinical Training
and Knowledge Acquisition

LLMs have considerable potential to play key roles in med-
ical education, particularly in clinical training and knowledge
acquisition. Beyond basic data analysis, these models provide
innovative, practical tools for learners and practitioners alike.
The following sections detail potential applications of LLMs
(Table 2).

1. Support for analysis and interpretation of com-

plex medical data

LLMs can be instrumental in analyzing and interpreting
large amounts of medical data [19]. For example, when stu-
dents or residents enter a patient’s medical history, lab results,
and imaging data, LLMs can suggest possible diagnoses or
recommend various treatment options. In cases involving rare
diseases or complicated presentations, LLMs can deliver accu-
rate, evidence-based information from the most recent litera-

ture, helping learners make well-informed clinical decisions.

2. Simulation tools for modeling clinical processes

LLMs can function as simulation tools, allowing students
to virtually practice different scenarios they may encounter
in clinical settings [20,21]. For instance, learners can engage
in conversations with an LLM that simulates patient inter-

actions, enabling them to identify symptoms, request appro-
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Table 3. Ethical and practical limitations of Al and LLM utilization ers’ needs and abilities [23]. If a student

Issue area Details demonstrates gaps in understanding a

Data bias and reliability of outcomes - Utilization of large datasets, but potential for biased learning

- Requirement for diverse and high-quality data certain topic, LLMs can supply addi-

- Potential for incorrect Al recommendations
- Need for a critical evaluation system for Al-generated results
- Importance of medical ethics education for students

Patient safety and medical ethics tional explanations and resources or
deliver detailed, constructive feedback

Technical limitations of deep learning - Possibility of errors, lack of representativeness, and bias issues

- "Black box" nature of decision-making processes

- Need for the development of XAl

Privacy and data security - Necessity for data anonymization

- Implementation of enhanced data protection protocols
- Risk of increased unnecessary treatments

Over-diagnosis and healthcare disparities
- Potential rise in medical costs

on incorrect answers. This personalized
approach can improve knowledge reten-

tion and increase learners confidence.

- Efforts required to ensure fair access to Al technologies

A\, artificial intelligence; LLM, large language model; XA\, Explainable Al.

priate tests, or develop treatment plans. This form of training
goes beyond rote memorization by cultivating the compre-
hensive reasoning and communication skills essential in real

clinical practice.

3. Enhancement of problem-solving skills and clin-

ical reasoning

LLMs can also support the development of learners’” prob-
lem-solving skills [22]. By presenting complex medical cases
and guiding students through the resolution process, these
models offer hands-on opportunities to refine diagnostic
reasoning. For instance, an LLM may pose challenging diag-
nostic puzzles, leading learners step by step toward the best
possible conclusion. This approach encourages systematic
thinking and better prepares students for real-world clini-
cal demands. In a recent study comparing GPT model per-
formance with that of obstetrics and gynecology residents,
no significant difference in exam scores was found (GPT-4
mean, 79.3 vs. resident mean, 82.1; P=0.246), with particu-
lar strengths observed in problem-solving and data interpre-
tation tasks [4]. As LLMs evolve, their range of applications

and effectiveness is likely to expand further.

4. Provision of personalized learning and feedback

LLMs can adapt learning experiences to individual learn-
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5. Improved accessibility to
diverse academic resources
LLMs can also improve learners” access to cutting-edge
research and authoritative academic sources [24]. By auto-
mating time-consuming tasks such as literature searches and
interpretations, these models allow students to focus on more
in-depth study and training. For learners who do not speak
English, LLMs can help overcome language barriers and pro-
vide entry to a wealth of international medical knowledge

[25].

Ethical and Practical Limitations of Al and
LLM Utilization and Proposed Solutions

Although AT and LLMs offer promising opportunities
in both medical and educational settings, their implemen-
tation also raises various ethical and practical challenges.
Understanding and proactively managing these issues is
essential for the safe and effective use of AI and LLMs in

obstetrics and gynecology education (Table 3).

1. Data bias and reliability of outcomes

Al and LLMs are trained on extensive datasets, but any
biases inherent in these datasets—resulting from particular
populations or contexts—can lead to inaccurate outcomes

[26]. Such biases increase the risk of incorrect information



being applied in medical diagnosis and treatment. For exam-
ple, a model trained only on data from one region or device
might fail to reflect the diverse healthcare needs of various
patient groups. Addressing this issue requires improving the
diversity and quality of training data and regularly validating

model performance.

2. Patient safety and medical ethics

Incorrect Al recommendations can have serious repercus-
sions for patient care [27]. In obstetrics and gynecology, mis-
judging fetal conditions or providing inappropriate treatment
suggestions can jeopardize both maternal and fetal well-be-
ing. Thus, systems that allow clinicians to critically evaluate
and confirm Al outputs are essential. Moreover, medical
ethics education must be integrated to ensure that students
understand the ethical implications of using Al in clinical

practice.

3. Technical limitations of deep learning

Deep learning models rely heavily on data quality, and
those based on medical data may contain errors, lack rep-
resentativeness, or exhibit bias [28]. For instance, a model
trained under specific obstetric and gynecologic conditions
may not maintain the same accuracy in different settings or
with different equipment. Addressing this challenge demands
higher-quality data and research to validate model perfor-
mance across varied clinical environments. In addition, the
opaque “black box” nature of deep learning can make it dif-
ficult to explain Al-generated decisions [29]. Healthcare pro-
fessionals need insight into the reasoning behind Al outputs
to establish trust. Ongoing efforts to develop Explainable AT
(XAI) are crucial, and obstetrics and gynecology students

must learn to interpret these technical constraints critically.

4. Privacy and data security

Because AI and LLMs rely on large datasets, privacy

Eoh KJ - Al and LLMs in obstetrics and gynecology education

and data security have become paramount concerns [27].
Obstetrics and gynecology data often involve sensitive infor-
mation such as birth records, genetic conditions, and repro-
ductive health, making robust safeguards essential. Failure
to properly anonymize or securely transmit data can lead to
breaches. Collaboration between hospitals and developers is
necessary to strengthen data protection policies and security

measures in order to forestall such vulnerabilities.

5. Over-diagnosis and healthcare disparities
Although AT can excel at early disease detection, it may
also increase over-diagnosis, leading to unnecessary inter-
ventions [30]. Such overuse can inflate healthcare costs and
cause undue patient anxiety. In obstetrics and gynecology, it
is crucial to apply Al judiciously to avoid excessive interven-
tions. Additionally, disparities in AT access and usage across
different healthcare settings can exacerbate inequalities [31].
If Al remains limited to certain institutions or populations,
health equity may suffer. Collaboration among governments
and institutions is needed to promote fair access to Al tech-

nologies.

6. Proposed solutions

Several strategies can help overcome the limitations of
Al and LLMs. First, improving data collection methods to
ensure a diverse representation of patient populations can
enhance model accuracy. Second, developing XAI can make
decision-making processes transparent to healthcare profes-
sionals. Third, systematically incorporating medical ethics
education will better prepare students to address Al-related
ethical dilemmas. Finally, continuous validation and regula-
tory oversight are necessary to assess AI model performance
and govern their use in medical settings. A comprehensive
understanding of these challenges is crucial for effectively
integrating AT and LLMs into obstetrics and gynecology edu-

cation, ensuring they serve as safe and reliable tools for both
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learning and clinical practice.

The Future of Obstetrics and Gynecology
Education: Prospects and Directions for
LLM Utilization

LLMs represent a transformative resource that can signifi-
cantly reshape obstetrics and gynecology education, offering
a promising future [4,15]. Beyond simply providing study
materials, these technologies can increase the quality of edu-
cation by engaging learners and simulating real clinical sce-
narios.

As LLMs become increasingly sophisticated, students will
be able to simulate more complex and varied clinical situa-
tions [20,21]. For example, virtual practice in managing high-
risk pregnancies, performing emergency cesarean sections,
or addressing hemorrhage can significantly improve students’
clinical reasoning and decision-making skills. Such personal-
ized and precise learning experiences mark a substantial leap
beyond traditional methods. Additionally, LLMs offer a high
degree of personalization in obstetrics and gynecology edu-
cation [23]. By adjusting content according to each learner’s
proficiency, interests, and learning speed, these models can
maintain engagement and enhance educational outcomes.
For instance, beginners might focus on foundational con-
cepts and procedures, while advanced learners tackle com-
plex case-based scenarios to sharpen their problem-solving
abilities.

LLMs also have the capacity to expand educational acces-
sibility in diverse multinational and multicultural contexts
[25]. By providing translated materials and culturally appro-
priate resources, they enable high-quality education for med-
ical students and practitioners around the globe.

This technological evolution signals a paradigm shift that
will affect not only obstetrics and gynecology education but
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also the broader realm of medical instruction. More than just
tools, LLMs can promote collaboration among students, res-
idents, and faculty, ultimately improving patient care [14]. In
the future, leveraging LLMs will be crucial for advancing the
efficiency and effectiveness of obstetrics and gynecology edu-
cation and setting new standards for medical training.

Al and LLMs hold transformative potential for obstetrics
and gynecology education by improving access to the latest
knowledge and refining clinical competencies. Nevertheless,
issues such as data bias, ethical concerns, and privacy risks call
for cautious and thoughtful implementation. Incorporating
ethics education, advancing XA, and instituting strong val-
idation frameworks are crucial to minimizing over-diagnosis
and preventing inequalities in healthcare. Used responsibly,
these technologies can reshape the teaching environment,
enhance student engagement, and elevate clinical readiness,
ultimately defining new benchmarks for medical education

in this dynamic field.
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