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Abstract

Medical education often emphasizes theoretical knowledge, limiting students’ opportuni-
ties to practice history taking, a structured interview that elicits relevant patient information
before clinical decision making. Large language models (LLMs) offer novel solutions by
generating simulated patient interviews. This study evaluated the educational potential
of LLM-generated history-taking dialogues, focusing on clinical validity and diagnostic
diversity. Chest pain was chosen as a representative case given its frequent presentation
and importance for differential diagnosis. A fine-tuned Gemma-3-27B, specialized for med-
ical interviews, was compared with GPT-40-mini, a freely accessible LLM, in generating
multi-branching history-taking dialogues, with Claude-3.5 Sonnet inferring diagnoses from
these dialogues. The dialogues were assessed using a Chest Pain Checklist (CPC) and
entropy-based metrics. Gemma-3-27B outperformed GPT-40-mini, generating significantly
more high-quality dialogues (90.7% vs. 76.5%). Gemma-3-27B produced diverse and fo-
cused diagnoses, whereas GPT-40-mini generated broader but less specific patterns. For
demographic information, such as age and sex, Gemma-3-27B showed significant shifts in
dialogue patterns and diagnoses aligned with real-world epidemiological trends. These
findings suggest that LLMs, particularly those fine-tuned for medical tasks, are promising
educational tools for generating diverse, clinically valid interview scenarios that enhance
clinical reasoning in history taking.

Keywords: large language models; history taking; medical interview; medical education;
artificial intelligence in medicine
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1. Introduction

Medical education aims to help students effectively navigate real-world clinical envi-
ronments. In line with this objective, educational strategies have shifted from faculty-led
instruction to student-centered learning approaches [1]. However, several challenges
remain to be resolved. Traditional medical curricula continue to rely on unidirectional
teaching methods, such as disease-specific lectures and apprenticeship-based training [2,3].
Thus, students often rely primarily on passive observation of physicians when practicing
history taking—the process of interviewing a patient to collect information about symp-
toms, medical history, and relevant personal context—and have limited opportunities to
receive explicit feedback on their performance [4,5]. Additionally, students lack sufficient
exposure to direct patient encounters, which further hinders their ability to integrate theo-
retical knowledge with real-world clinical practice, particularly in symptom-based clinical
decision-making [6].

To address these challenges, recent studies have explored the use of large language
models (LLMs) in medical education. With their advanced natural language processing
capabilities, LLMs have been employed to support training in clinical history-taking pro-
cesses. Holderried et al. and Li et al. proposed artificial intelligence (Al)-based educational
frameworks in which LLMs act as virtual patients, responding to students” questions and
providing feedback [7,8]. However, most previous studies have positioned LLMs primarily
as passive responders or evaluators in student-led history taking, thereby overlooking their
potential to function as autonomous questioners.

Therefore, this study investigates whether a fine-tuned LLM can generate clinically
valid and educationally valuable history-taking dialogues. Specifically, we evaluate
Gemma-3-27B’s potential as a simulated interviewing partner for medical students practic-
ing history-taking skills. While previous studies have explored LLMs as virtual patients,
none have systematically evaluated a fine-tuned model’s ability to generate structured
interview dialogues or assessed their educational utility using objective clinical criteria.
The ultimate aim is to support bi-directional, learner-centered education and facilitate the
development of clinical reasoning skills through Al-generated clinical scenarios.

Importantly, this study was co-developed and reviewed by key stakeholders in med-
ical education—including medical students, residents, and faculty members—to ensure
relevance to practical teaching needs. We also compared its performance with GPT-4o-
mini, a widely available general-purpose LLM. To our knowledge, this is among the first
studies to illustrate how fine-tuned LLMs can contribute to medical education through
stakeholder-informed design, while offering insights into their potential to improve acces-
sibility, interactivity, and inclusivity in health professions training.

2. Materials and Methods
2.1. Dataset Construction and Assessment

To systematically evaluate history-taking performance of LLMs for educational pur-
poses, this study focuses on an essential initial step: evaluating whether the model can
generate evidence-based history-taking dialogues that encompass a broad range of clini-
cally relevant conditions. We employed a three-model comparative framework (Figure 1),
which comprises two LLMs as interviewing models that generate sequential clinical ques-
tions to collect patient history (fine-tuned Gemma-3-27B and GPT-40-mini) and a third LLM
that determines final diagnoses on the basis of interview transcripts (Claude-3.5 Sonnet).
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Figure 1. Overview of study design.

The two interviewing models were selected to represent contrasting approaches in
contemporary LLM development and accessibility. Gemma-3-27B, fine-tuned on a syn-
thetic dataset incorporating clinical protocols and medical reasoning, represents an LLM
specifically optimized for history-taking tasks. Conversely, GPT-40-mini was chosen as
a general-purpose baseline LLM, given its free public availability and broad accessibility.
This reflects a realistic option for students to use for academic purposes without technical
or financial constraints, ensuring the practical relevance of our comparison.

A third model, Claude-3.5 Sonnet, was employed to infer diagnoses from the inter-
views. Assigning the diagnostic task to a third model, rather than to the interviewing
models themselves, was essential to ensure a separation of history-taking performance
from diagnostic performance and avoid potential confounding effects that could arise if
a single LLM performed both tasks. This framework design enabled a controlled and fo-
cused comparison of the two models’ interviewing performance, providing a standardized
method for analyzing the diagnostic implications of the information collected by each
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interviewing model. Claude-3.5 Sonnet was chosen as the diagnostic agent because of its
established medical reasoning capabilities at the time of the study.

Both interviewing models received identical instructions to function as physicians
and generated sequential clinical questions based on patient responses. Each model was
provided with an identical initial scenario in which the patient presented with chest pain.
Chest pain was selected as the chief complaint owing to its high clinical importance. It is a
leading cause of emergency department visits [9], and covers a broad diagnostic spectrum,
ranging from musculoskeletal disorders to life-threatening acute coronary syndromes. This
breadth makes chest pain ideal for evaluating model performance across multiple medical
domains while maintaining relevance to early clinical training. The models were instructed
to begin with a standardized initial question on pain quality, which is a key element of
chest pain assessment.

*  Question: What does your chest pain feel like?
* Response options: Squeezing or tightening/sharp or stabbing/pressure-like and
heavy/burning or aching/tearing or ripping.

To comprehensively evaluate the models” interviewing capabilities, we generated
dialogue trees by exhaustively enumerating every possible conversational path that could
occur when the patient sequentially selected each response option offered by the model.
Each path began with one of the five preset answers to the initial question. For each answer,
the models generated a relevant follow-up question with selectable patient response options.
This branching expansion was iterated to a depth of five turns, creating a complete set
of unique dialogue sequences for analysis. The total number of generated paths differed
between the models due to inherent variations in their branching logic and the number of
response options created, as detailed in the Results section.

To ensure data quality and meaningful evaluation, we implemented a strict filtering
protocol. An entire dialogue path was excluded if any of its constituent patient responses
was a non-informative option (e.g., “not sure”), as such responses disrupt the logical
flow of the interview and hinder assessment of the models’ interviewing ability. Filtering
was conducted independently by medically trained researchers, with any disagreements
resolved by consensus to ensure objective evaluation standards.

Each complete dialogue path was independently submitted to Claude-3.5 Sonnet for
diagnostic evaluation. The agent determined the most likely diagnosis solely on the basis
of the collected clinical information, ensuring standardized diagnostic criteria across all
dialogues. The diagnoses were categorized into seven medical domains: (1) cardiovascular
diseases, (2) respiratory diseases, (3) gastrointestinal diseases, (4) musculoskeletal disorders,
(5) psychiatric disorders, (6) gynecological and breast diseases, and (7) miscellaneous.
The initial classification followed International Classification of Diseases, 11th Revision
standards, followed by refinement through consensus among medically trained researchers
with reference to standard medical textbooks. The resulting dialogues and diagnoses were
systematically evaluated for clinical relevance and educational utility, as described in the
following sections.

2.1.1. Checklist-Based Assessment of Medical Appropriateness

To evaluate whether the generated dialogues had sufficient medical appropriateness
for potential use in medical education, a standardized Chest Pain Checklist (CPC) was
developed. A checklist-based approach was selected to provide objective, reproducible
assessment criteria grounded in established clinical practice, avoiding subjective expert
review limitations noted in previous studies [10]. Researchers with medical expertise
constructed the CPC on the basis of authoritative medical textbooks, e.g., Harrison’s
Principles of Internal Medicine, and established clinical guidelines [11-14]. The checklist
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comprised core items that should be addressed when interviewing patients who present
with chest pain.

Each question in the generated dialogue was systematically mapped to a correspond-
ing CPC item using predefined criteria. If a question could not be mapped to any CPC
item, it was categorized as “Others.” This category was designed to capture instances of
low-quality questions, including those that are clinically irrelevant, lacking informative
value, or containing logical inconsistencies. Any discrepancies in item mapping were
resolved by consensus among the researchers, including medical doctors.

The clinical relevance of each dialogue was evaluated using two metrics. Relevance
was defined as the total number of questions in a dialogue that were successfully mapped
to CPC items, excluding those labeled as “Others.” This metric was intended to represent
the medical relevance and overall quality of a dialogue. Since the first question in every
dialogue was fixed and mapped to the “Quality” item, each dialogue had a minimum
Relevance of 1. Variety was defined as the number of unique CPC items covered by the
mapped questions in a dialogue. For example, if a dialogue consisted of 5 questions respec-
tively mapped to CPC items “Quality,” “Location,” “Associated symptoms,” “Associated
symptoms,” and “Others,” the Relevance would be 4, and the Variety would be 3. The most
ideal dialogue would achieve a maximum score of 5 points in both Relevance and Variety,
with five questions covering five distinct core elements listed in the CPC (e.g., “Qual-
ity,” “Location,” “Associated symptoms,” “Past medical history,” and “Onset”), excluding
the “Others.”

2.1.2. Analysis of Diagnostic Diversity

Two complementary methods were used to evaluate the diagnostic diversity of each
model: (1) frequency-based analysis of diagnostic domains, and (2) Shannon entropy-
based quantification of diagnostic variability. Exposure to a diverse set of diseases can
help medical students develop balanced diagnostic reasoning skills across multiple clin-
ical domains. The distribution of the final diagnoses was analyzed at two hierarchical
levels—individual diseases and diagnostic domains—based on the classification method
described in Section 2.1. This dual-level approach enabled assessment of both specific
diagnostic accuracy and broader categorical distribution patterns. Diagnostic diversity was
quantified using Shannon entropy, a concept that captures the degree of uncertainty or
variability in a given distribution [15]. Entropy values were calculated at both individual
disease and domain levels and normalized to a value between 0 and 1 according to the
number of diseases. Entropy values closer to 1 reflect a broader, more uniform distribu-
tion of diagnoses, whereas values near 0 indicate more concentrated and deterministic
diagnostic outcomes.

2.2. Exploration of Potential Educational Applications

We conducted three complementary analyses to investigate the potential educational
utility of the simulated dialogues: (1) visualization of the dialogue structure using a Sankey
diagram; (2) analysis of age-specific and sex-specific dialogue patterns; and (3) evaluation
of information gain (IG).

2.2.1. Visualization of Diagnostic Pathways

The Sankey diagram was selected as an effective visualization method that captures
the branching nature and sequential flow of a dataset, while simultaneously reflecting the
frequency of each branch [16]. To facilitate a more intuitive understanding of the question
flow, we employed a Sankey diagram to visualize the branching structure of our dialogue
dataset generated by the fine-tuned Gemma-3-27B. Visualization was performed using the
Plotly library in Python (version 3.11.12).
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2.2.2. Analysis of Age-Specific and Sex-Specific Dialogue Patterns

We investigated whether the interviewing model was capable of considering the demo-
graphic characteristics of a patient and adjusting the interview flow accordingly. Dialogue
data were generated using the fine-tuned Gemma-3-27B and processed as previously de-
scribed in Section 2.1, but with two key modifications: inclusion of patient demographic
information as input to the model and reduction in the number of questions per dialogue
to four.

Age and sex were the primary demographic variables of interest. Hsia et al. reported
variations in the diagnosis of chest pain with age [17]. On the basis of their findings, we
provided age information to the model as two distinct ranges: 18-44 years and 65 years or
older. The intermediate range of 45-64 years was considered a transitional group that may
present overlapping characteristics of younger and older populations and was excluded
from data generation [18]. Shannon entropy was calculated to examine the effects of
demographic variables on diagnostic variability.

2.2.3. Identifying High-Impact Questions for Diagnosis

To evaluate the educational value of the history-taking process, we analyzed how
each question and its corresponding responses contributed to narrowing down the differ-
ential diagnoses. This analysis could provide students with insights into which clinical
information is most relevant for evaluating a given chief complaint. Specifically, we used
IG analysis, a measure derived from Shannon entropy, which quantifies the reduction in
uncertainty when the data are divided into subsets. IG is a concept commonly used in med-
ical diagnostics to assess how effectively a question reduces diagnostic ambiguity [15,19].
In our study, IG was calculated as the difference between the entropy before and after each
question in the dialogue. For example, if a question significantly reduces the number of
possible diagnoses, it results in a large decrease in uncertainty and thus a high IG value.
The diagnostic uncertainty was measured at the disease category level to focus on clinically
relevant differentiation.

2.3. Statistical Analysis

The Mann-Whitney U was performed to assess whether the mean Relevance and
Variety of the two interviewing models were significantly different. Chi-square tests of
independence were used to evaluate the differences in the distribution of CPC elements and
final diagnostic domains between the two interviewing models, and to examine whether
these distributions varied by patient age or sex. The universal first question of each dialogue
was excluded from the assessment of the CPC item distribution to avoid bias. When the
assumptions of the chi-square test were not met, the Fisher exact test was used. Statistical
significance was defined as p < 0.05, and all statistical analyses were performed using the
scipy.stats module in Python (version 3.11.12).

3. Results

The datasets generated with chest pain as the chief complaint using the fine-tuned
Gemma-3-27B and GPT-40-mini consisted of 4569 and 2481 dialogues, respectively. Af-
ter excluding dialogues that included the selection of non-informative options (e.g., “not
sure”), the numbers of remaining dialogues were 2020 and 2443, respectively. The history-
taking dialogues from each model resulted in 111 and 119 unique diagnoses, respectively,
which were categorized into seven domains. Figure 2 presents a sample dialogue from
each model.
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Q1. What does your chest pain feel like?

- Squeezing or tightening / Sharp or stabbing / Pressure-like and heavy / Burning or aching / Ripping or tearing

Q2. How long does the chest pain last?

- Less than 5 minutes E 5-30 minutes / More than 30 minutes / Several hours / More than a day / Comes and goes intermittently

Q3. What makes the chest pain worse?

é During exercise or when climbing stairs / After meals / When under stress / When lying down / No specific trigger

!

Q4. Do you have any other symptoms along with the chest pain?
- Shortness of breath / Cold sweats E Dizziness / Nausea / Pain in the arm or jaw / No other specific symptoms

Q5. Do you have any of the following conditions or risk factors?

- High blood pressure / Diabetes / High cholesterol / Smoking / Family history of heart disease / None of the above
o—

‘ )// Diagnosis: Stable angina
(a)

Q1. What does your chest pain feel like?

- Squeezing or tightening / Sharp or stabbing / Pressure-like and heavy / Burning or aching / Ripping or tearing

Q2. Do you experience any other symptoms with the chest pain?

- Nausea or vomiting / Shortness of breath / Pain radiating to the arm, neck, jaw, or back E Cold sweats / No other symptoms

Q3. When did the chest pain start?

- A few minutes ago / A few hours ago / A few days ago é A few weeks ago / After a specific event (e.g., exercise, stress)

Q4. Has the chest pain worsened or improved at any time?

- Worsened / Improved E No change / Periodically worsened and improved

Q5. Have you recently experienced any other symptoms besides the chest pain?

- Increased fatigue / Headache / Dizziness / Insomnia / No other specific symptoms
o

- )({ Diagnosis: Stable angina
(b)

Figure 2. Sample five-turn dialogues for history taking generated by (a) the fine-tuned Gemma-3-27B
and (b) GPT-40-mini.

3.1. Evaluation of LLM-Generated History-Taking Dialogues

The CPC was constructed as a list of 10 items critical to the history of a patient with
chest pain (Table 1). Using the CPC as a reference, the Relevance and Variety of each
dialogue generated by the fine-tuned Gemma-3-27B and GPT-40-mini were calculated
(Figure 3). The average Relevances were 4.80 and 4.79 for the fine-tuned Gemma-3-27B and
GPT-40-mini, respectively. The average Variety of the fine-tuned Gemma-3-27B was 4.31,
which was significantly higher than that of the GPT-40-mini (3.89, p < 0.05). The distribution
of the Relevance, Variety, and a combination of the two metrics differed significantly
between the two datasets (p < 0.05).
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Table 1. Chest Pain Checklist (CPC), consisting of 10 core history-taking items adapted from estab-
lished clinical guidelines and medical textbooks [11-14].

No. Item Description
1 Quality Character or nature of the chest pain (e.g., sharp, dull)
2 Location Site of pain on the chest
3 Radiation Site of radiated pain other than the chest (e.g., arm, jaw)
4 Onset Timing of chest pain onset
5 Duration How long a chest pain episode lasts
Aggravating or .
6 7o Factors that worsen or soothe the pain
relieving factors
Associated
7 Other symptoms present (e.g., shortness of breath, nausea)
symptoms
Past medical - . . -
8 . Relevant pre-existing medical or surgical conditions
history
9 Patient’s activity at What the patient was doing at the time of chest pain onset
onset (e.g., exertion, fall on the chest)
10 Severity Intensity of the pain
1619
(80.1%) 1944
§ 1500 (79.6%)
4 @
= 1000 398 g oo
": 500 3 (197%) 2 1000 486
5 (0.1%) ;5_ 3 (19.9%)
2 ° - ; 500 (0.5%)
H ; i
: z .
Y S S N =826 826 (40.9%)
n=1833 : s - n=401 401 (16.4%)
(90.7%) n=1868
(76.5%)
4 n=338 n=669 1007 (49.9%)
> 4 n=390 n=1077 1467 (60.0%)
g z
5 £
> 1658.2%) S n=398 489 (20.2%)
n=3 n=50 n=112
n=13 n=78
2 22 (11%) 2 86 (3.5%)
n=10 n=12 n=18 n=68
1 1
2 3 4 5 0 500 1000 1500 1 2 3 4 5 0 500 1000 1500
Relevance Number of dialogues Relevance Number of dialogues
(a) (b)

Figure 3. Relevance and Variety of history-taking dialogues generated by two large language models:
(a) the fine-tuned Gemma-3-27B and (b) GPT-40-mini.

A total of 1833 dialogues (90.7%) generated by the fine-tuned Gemma-3-27B achieved
a Relevance and Variety of 4 or higher. The most ideal dialogues, with the maximum

Relevance and Variety of 5, were the most frequent, comprising 826 cases (40.9%). Dialogues

with a Relevance of 5 and a Variety of 4 were the second most common, accounting for
669 cases (33.1%). Dialogues with a Relevance and Variety of 4 ranked third, with 338 cases

(16.7%).

In the GPT-40-mini dataset, 1868 dialogues (76.5%) achieved a Relevance and
Variety > 4, representing a significantly smaller proportion than that of the fine-tuned
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Gemma-3-27B (p < 0.05). Among these, a significantly smaller proportion of 401 dialogues
(16.4%) were assigned the maximum Relevance and Variety of 5 (p < 0.05). Dialogues with a
Relevance of 4 and a Variety of 5 comprised 1077 cases (44.1%), and those with a Relevance
and Variety of 4 accounted for 390 cases (16.9%).

Among the diagnoses following the fine-tuned Gemma-3-27B dialogue, the five most
frequently identified conditions were costochondritis (20.0%), gastroesophageal reflux
disease (17.2%), stable angina (8.1%), angina pectoris (6.9%), and aortic dissection (6.4%).
Conversely, the GPT-40-mini showed a narrower diagnostic distribution with gastroe-
sophageal reflux disease appearing most frequently (29.3%), followed by costochondritis
(22.3%), anxiety disorder (8.6%), angina pectoris (6.6%), and aortic dissection (2.8%).

The distribution of diagnoses across disease domains is illustrated in Figure 4.
The most frequently predicted category based on the fine-tuned Gemma-3-27B dialogues
was cardiovascular diseases (45.2%), followed by musculoskeletal disorders (22.1%), gas-
trointestinal disorders (21.2%), respiratory diseases (6.6%), and psychiatric disorders (4.8%).
In contrast, dialogues from the GPT-40-mini were more frequently associated with gastroin-
testinal diagnoses (31.0%), while showing lower proportions for the cardiovascular (24.5%),
musculoskeletal (24.2%), psychiatric (12.4%), and respiratory (6.7%) categories. The overall
distribution of the diagnostic categories differed significantly between the two datasets
(p < 0.05).

Miscellaneous

Psychiatric 1.4 \
4.8% Psychiatric
) 4 Cardiovascular
Musculoskeletal Cardiovascular 4.5¢
22.1% 45.3%
Respiratory
Musculoskeletal ¥y %
24.2%
Gastrointestinal Gastrointestinal
21.29 Respiratory
21.2% 30.8%
(a) (b)

Figure 4. The distribution of disease categories of (a) the fine-tuned Gemma-3-27B and (b) GPT-40-mini.

The normalized Shannon entropy values were 0.658 and 0.564 at the disease level for
the fine-tuned Gemma-3-27B and GPT-4o0-mini, respectively, indicating that the diagnoses
derived from the fine-tuned Gemma-3-27B dialogues were distributed across a broader set
of conditions. Conversely, the entropy value at the domain level was higher for the GPT-4o-
mini (0.979) than for the fine-tuned Gemma-3-27B (0.837), indicating that the predictions of
the former model were more diffusely spread across the major diagnostic domains.

3.2. Exploration of Potential Educational Applications
3.2.1. Sankey Diagram

A Sankey diagram was employed to visualize the flow of the history-taking dialogues
generated by the fine-tuned Gemma-3-27B (Figure 5). Following “Quality,” which was
used as the fixed first question, the model chose to inquire about “Duration,” “Onset,”
“Location,” and “Aggravating or relieving factors” as the second questions. “Past medical
history” appeared only in the last two columns, while “Severity” appeared only in the
very last column. The diagram is provided as an HTML file, which enables users to obtain
additional information regarding each link and node.
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Question 1 Question 2 Question3 Question 4 Question 5

Associated Symptoms

Past Medical History
jgravating or relieving factors

Duration

Quality Associated Symptoms

o O - o 74 - 7 Aggravating or relieving factors
IMgnavalingo /4 b — i :
- uration? / N Location

1] Patient's activity at onset

Radiation
™ Duration
> Severity
— Onset
Quality

Figure 5. A Sankey diagram visualizing the flow of dialogues generated by the fine-tuned Gemma-3-27B.

3.2.2. Age-Specific and Sex-Specific Dialogues

When provided with age or sex information as a patient profile, the fine-tuned Gemma-
3-27B generated 985, 769, 835, and 795 dialogues for younger adults (18—44 years), older
adults (>65 years), males, and females, respectively. After data cleaning, the numbers of
dialogues were reduced to 567, 422, 452, and 475, respectively. The CPC item distribution
differed significantly by age and sex (both, p < 0.05).

In the age-based analysis (Figure 6a), musculoskeletal disorders (38.1%), gastrointesti-
nal disorders (29.3%), and psychiatric disorders (9.0%) were more frequently diagnosed
in dialogues with younger age inputs, whereas cardiovascular diseases were uncommon
(18.5%). However, cardiovascular diseases accounted for most diagnoses (57.8%) in dia-
logues with older age inputs, whereas musculoskeletal (14.2%) and psychiatric disorders
(0.9%) were less prevalent. The Fisher exact test confirmed that these age-related differences
in the diagnostic category distribution were statistically significant (p < 0.05).

In the sex-specific setting (Figure 6b), cardiovascular diseases were more frequently
diagnosed in males (37.6%), whereas musculoskeletal disorders were predominantly diag-
nosed in females (39.6%). Gastrointestinal disorders occurred at similar rates in both sexes
(males, 29.0%; females, 31.6%). Additionally, 9 female dialogues (1.9%) were associated
with breast-related diagnoses, including fibrocystic breast disease, fibroadenoma, and acute
mastitis. These differences between the sexes were statistically significant (p < 0.05).

m Cardiovascular ™ Respiratory Gastrointestinal ® Musculoskeletal Psychiatric Gynecologic & Breast Miscellaneous

0.5% 0.4%

N 0.2%

0.9% 19% 0.4%
| N
. - o . o . o -2%
0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%
(@) (b)

Figure 6. The proportion of disease categories with (a) the age information and (b) the sex information.
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Regarding entropy analysis, disease-level entropy was lower in the 18-44-year-old
dialogues (0.565) than in the 65 years and older dialogues (0.758), indicating a narrower
spread of specific diagnoses in the younger dialogues. Conversely, at the disease category
level, entropy was higher in younger dialogues (0.739) than in older dialogues (0.682).
Among the dialogues with sex information, the male dialogues exhibited higher entropy at
the disease level (0.664) and the category level (0.727) than their female counterparts (0.567
and 0.673, respectively), implying greater diagnostic dispersion in male dialogues.

3.2.3. IG Analysis

The IG of each CPC category associated with each question varied across the different
stages of the dialogues generated by the fine-tuned Gemma-3-27B (Figure 7). Later-turn
questions exhibited a higher IG than earlier turns. Among the second-turn questions, those
related to duration showed the highest IG, followed by location, onset, and aggravating
or relieving factors. From the third to the fifth turns, questions concerning aggravating or
relieving factors and associated symptoms consistently showed high IG values.
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Figure 7. Information gain of each question category across different turns in the history-taking
dialogues. Abbreviations: Agg./Rel., Aggravating or Relieving; Sx., Symptoms; Hx., History.

4. Discussion

This study explored the potential of LLMs as a novel tool in medical education, partic-
ularly in bridging the persistent gap between theoretical knowledge and its application in
medical interviews. While recent efforts have explored the use of LLMs in medical edu-
cation, particularly for training history-taking skills, most have focused on implementing
LLMs as simulated patients that respond passively to students’ questions [7,8,20,21]. A few
studies have employed LLMs in the physician role, generating interview questions or full
dialogues, but these were primarily designed to evaluate diagnostic performance rather
than their educational value [22-24]. Moreover, prior studies assessing the appropriate-
ness of LLM-generated dialogues have often relied on subjective expert reviews, raising
concerns regarding bias and reproducibility [10].

In contrast, our study proposes an objective and standardized evaluation framework
grounded in established medical guidelines to assess not only diagnostic outcomes but also
the structure and content of dialogues. This allows for a more reliable exploration of how
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LLM-generated interviews can be used as pedagogically meaningful tools in preclinical
training. Moreover, this study involved a diverse group of researchers representing all
levels of medical education from medical students to residents and faculty members,
thereby encompassing the full continuum of medical education. Our approach comprises
two main components: validating the performance of LLMs in history-taking tasks and
proposing methods to leverage them as informative educational tools.

4.1. Can the Fine-Tuned Gemma-3-27B Perform Effective History Taking?

We evaluated the history-taking performance of a fine-tuned Gemma-3-27B and com-
pared its performance with that of the GPT-40-mini. The CPC was constructed as a standard
list of essential elements that should be asked to a patient reporting chest pain. On the
basis of the CPC, we assessed the quality of the interview dialogues generated using the
two models. The fine-tuned Gemma-3-27B outperformed the GPT-40-mini, producing a
significantly higher proportion of high-quality dialogues and demonstrating significantly
greater Variety. However, the GPT-40-mini often fixated on a certain CPC element and
repeatedly asked about it, even when the information was no longer diagnostically useful.
For instance, after identifying “Dizziness or syncope” as an associated symptom, the model
would focus excessively on details of this symptom, while neglecting the patient’s chief
complaint of chest pain, which is likely more critical for diagnosis. This tendency likely
contributed to the significantly lower Variety and reduced proportion of ideal dialogues in
the GPT-40-mini.

Diversity and entropy analyses further support this distinction, showing opposite
patterns depending on the level of aggregation. The fine-tuned Gemma-3-27B exhibited
higher entropy at the individual disease level but lower entropy at the category level,
indicating that the model was associated with various specific diagnoses within a focused
range of categories. This pattern suggests that the fine-tuned Gemma-3-27B was effective
in extracting detailed differential cues within a particular medical domain, whereas the
GPT-40-mini tended to pursue a broader but less targeted line of inquiry.

Taken together, these findings support the validity of employing LLMs to generate
exemplary history-taking dialogues and underscore the greater potential of the fine-tuned
Gemma-3-27B over the GPT-40-mini for this purpose, given its superior performance in
the clinical relevance and breadth of questions as well as its focused approach toward
appropriate diagnoses. These results indicate that history-taking agents based on well-
tuned LLMs can serve as reliable tools for medical learners.

4.2. How Can LLM-Generated Dialogues Support Medical Students in Learning History Taking?

We investigated strategies for applying LLM-generated history-taking dialogues in
medical education. A Sankey diagram was used to visualize the dialogue dataset generated
by the fine-tuned Gemma-3-27B, illustrating the sequential flow and frequency of each CPC
item addressed in the dialogues. This visualization enabled learners to identify which CPC
items were prioritized in the earlier stages of the interview and which were addressed later,
thereby informing them of the relative priority of the questions. Thus, the Sankey diagram
may serve as an educational tool to guide medical students regarding the appropriate
sequence of questions to ask when encountering patients with chest pain.

Incorporating demographic features into clinical reasoning is a key challenge for
medical learners. We demonstrated that a fine-tuned LLM successfully exhibited distinct
history-taking patterns when provided with patient age or sex information, resulting
in significant shifts in the final diagnoses. These changes are consistent with known
epidemiological trends: cardiovascular conditions are more commonly diagnosed through
dialogue with older patients, whereas musculoskeletal and psychiatric disorders prevail in
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dialogue with younger patients [17]. Similarly, the predominance of cardiovascular diseases
in male dialogues and musculoskeletal disorders in female dialogues further support this
pattern [25]. In addition, the higher entropy at the disease level but lower entropy at the
category level in dialogues for older adults suggests that diagnoses were concentrated
within certain domains, despite including a variety of specific conditions. These findings
suggest that LLMs may help medical students better understand how demographic context
influences clinical reasoning.

Students may also benefit from learning how effective a question is in medical inter-
views. IG analysis evaluated the effectiveness of each question category in narrowing the
potential diagnostic domains. By quantifying the IG values, this analysis helps students
recognize which questions have the greatest impact and develop more effective questioning
strategies. The observed tendency of later-turn questions to exhibit higher IG values than
earlier turns emphasizes the cumulative nature of clinical reasoning, where successive
questions build on prior responses to become increasingly focused and diagnostically
decisive. Because IG values varied across the stages of questioning, comparisons were
conducted within each stage to accurately reflect their specific contributions. If a more
comprehensive understanding of high-impact questions throughout the history-taking
process is desired, more advanced methods, e.g., calculating entropy based on stage-specific
probability distributions, can be employed.

These approaches may be combined to enhance students’ self-directed learning of
history-taking skills. For example, an LLM-powered online education platform can be
designed to provide a simulated history-taking dialogue based on the chief complaints and
patient demographics selected by students. Such platforms may also visualize the overview
structure of dialogues using Sankey diagrams and highlight high-impact questions to
help students develop structured and clinically relevant interview strategies. This will
support more effective training by bridging the gap between theoretical knowledge and its
application in real-world patient encounters.

4.3. Limitations

While this study highlights the potential of LLM-powered educational tools, certain as-
pects require further exploration. First, the fine-tuned Gemma-3-27B, which demonstrated
superior performance in generating history-taking dialogues, was trained using Korean
data. Future studies could examine how its performance differs across diverse linguistic
and cultural contexts and facilitate adaptation of the model for broader, global applications.

Second, this study did not directly evaluate the educational effect of LLM-generated
history-taking dialogues. Rather, it focused on exploring the feasibility of employing
LLMs to generate valid and diverse patient interviews, as a foundational step toward
educational application. Given the limited prior research in this area, demonstrating this
feasibility was considered a necessary first step. To address this limitation, a follow-up
study involving medical students is currently underway to empirically assess the impact of
LLM history-taking agents on learning outcomes.

Third, our evaluation relied on a single LLM, Claude-3.5 Sonnet, to infer diagnosis
from interview transcripts. While this design enabled a controlled comparison of the inter-
viewing models’ performance, it may have introduced model-specific biases and limited
generalizability. Future research could address this limitation by comparing diagnostic out-
puts from multiple LLMs or involving human experts to validate LLM-generated diagnoses.

5. Conclusions

This study demonstrates the validity of LLMs, particularly the fine-tuned Gemma-3-
27B specifically optimized for medical interviewing tasks, as educational resources capable
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of generating exemplary history-taking dialogues. By providing diverse yet structured
clinical scenarios that align with epidemiological patterns, properly evaluated and fine-
tuned LLMs may enhance the understanding of history taking and support students
in considering broader differential diagnoses. We also proposed practical and scalable
strategies for incorporating these tools into medical education. As one of the earliest studies
to apply Al-generated patient-interview dialogues in preclinical education, this approach
may complement traditional methods and support students in bridging the gap between
theoretical knowledge and real-world clinical practice.
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