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ABSTRACT 

 

 

CTCF-dependent 3D chromatin structure controls STAT5-mediated 

transcription in CD4+ T cells 

 

Eun-Chong Lee 

 

Department of Medicine 

The Graduate School, Yonsei University  

 

(Directed by Professor Hyoung-Pyo Kim) 

 

 

To ensure proper gene expression in cellular processes, the role of enhancers 

influencing gene expression through long-range interactions is crucial, in 

addition to proteins acting at the promoter. CTCF is known as a protein that plays 

a key role in the 3D chromatin structure. However, the mechanism by which 

CTCF regulates gene expression remains controversial. Here, I demonstrate that 

CTCF has the ability to regulate the transcription of targets through enhancer-

promoter interactions in CD4+ T cells. Remarkably, the CTCF depletion in CD4+ 

T cells unveils the functional significance of the critical master regulator, STAT5. 

STAT5-bound super-enhancers contribute to maintaining enhancer loops 

robustly in a CTCF-independent manner. Additionally, the deep involvement of 

enhancer loop formation in the pause-release of RNA pol II is observed. In 
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contrast, the altered enhancer loop structure orchestrated by CTCF has an impact 

on the accurate expression of genes defining cellular identity. CTCF influences 

the strength of enhancer loops and, furthermore, is a crucial factor in regulating 

the Pol II pausing mechanism in the transcription process of target promoters. In 

a nutshell, my study provides mechanistic insights into how the JAK/STAT 

signaling pathway remains intact during CD4+ T cell activation, and even in such 

conditions, the impact CTCF can have on cell identity genes through rewiring 

the enhancer network. This finding offers a comprehensive perspective on the 

intricate functions of CTCF in promoting appropriate gene expression in 

immune cells. 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                   

Key words : CD4+ T cell, CTCF, STAT5, Pol II Pausing, 3D chromatin 

structure 
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I. INTRODUCTION 

 

1. Characteristics and impactful role of CD4+ T cells 

Cellular functions are carried out by clusters of interacting proteins. Unraveling the 

fundamental aspects of how these spatially and temporally organized interactions 

contribute to biological processes is crucial for advancing the understanding of cellular 

mechanisms1. Regulating gene expression is an indispensable process, ranging from the 

basic metabolism of cells to determining cell identity2. Immunity is complementarily 

achieved by the innate and adaptive immune systems. It is crucial for the adaptive 

immunity to function properly as it develops an efficient immune response against 

antigens that have been encountered before. The T helper cells, also known as CD4+ T 

cells, are a type of T cell that play a crucial role in regulating the various immune cells 

involved in adaptive immunity. When an antigen-presenting cell (APC) expresses an 

antigen on MHC class II, CD4+ T cells recognize it through T cell receptors (TCRs) and 
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assist the activity of other immune cells by releasing various cytokines. These cells help 

to activate or suppress immune responses and are crucial for B cell antibody class 

switching, the activation of cytotoxic T cells, and the enhancement of phagocyte killing 

activity. 

Given that CD4+ T cells play diverse roles in the immune system, it is not surprising 

that they can influence the immune response against diseases. The immune system must 

maintain a balance of sensitivity to respond to non-self-antigens without reacting to self-

antigens. When CD4+ T cells produce an undesirable reaction to routine antigens, a 

hypersensitivity response that causes allergies and autoimmune diseases can occur. 

Specifically, regulating JAK-STAT5 signaling is considered important in the treatment 

of melanoma and leukemia3,4. 

As CD4+ T cells play a crucial role in immunity, numerous studies have been actively 

conducted until recently. Most of the research on CD4+ T cells is related to 

hematopoiesis, T cell differentiation5,6 and T cell receptor7,8. From a deeper perspective, 

the classification of multiple subsets of T cells is an important topic in the study of CD4+ 

T cells. In addition to the classical model of differentiation of Type 1 helper T (Th1) 

and Th2 cells, unexpected increases in the numbers of CD4+ T cell subsets, including 

Th17, Th9, follicular helper T (Tfh) and regulatory T (Treg) cells, have been 

recognized9,10. 

Approaches to therapy have been taken from both a genetic perspective and an 

epigenetic perspective11, such as histone modification, non-coding RNA, and 3D 

chromatin structures12-14. However, among them, how changes in 3D genome structure 

can affect the mechanisms of T cell-related diseases still has yet to be fully discovered.  
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2. Epigenetic research for understanding 3D genome in CD4+ T cells 

Nucleosome packaging of DNA creates a physical obstacle to transcription initiation. 

When DNA is tightly bound to histones and forms closed chromatin, the RNA 

polymerase complex is unable to bind to the transcription start site proximal to the 

coding region, and transcription factors are obstructed from interacting with their 

binding sites in gene regulatory regions. A nucleosome can adopt an open configuration 

in response to enzymatic modification of specific histone residues15. 

Histone acetylation is directly linked to transcription activation, and several general 

transcription factors and coactivator proteins such as CBP and p300 function as histone 

acetyltransferases (HATs)16-18. Enhancers, which are defined by H3K27ac signal, exist 

at a distance from their target genes and assist transcription by interacting with target 

promoters19,20. Enhancers are comprised of short DNA sequences acting as binding sites 

for transcription factors (TFs)21. These TFs recruit various epigenetic cofactors, 

influencing the transcriptional structure of adjacent chromatin. Consequently, TFs 

generate specific transcriptional responses to external cues, leading to changes in 

transcription activation and translation. Numerous transcription factors play crucial 

roles in genome organization, influencing the fate and functions of immune cells. Super-

enhancers are large clusters of enhancers that control essential genes, have densely 

occupied transcription factors, and greater capacity to activate gene expression than 

typical enhancers22,23. 

The effects of lysine methylation of histones on gene transcription are more complex 

and depend on both the lysine residue involved and the number of methyl groups. 

Methylated histones can correspond to both transcriptional activation and repression, 

depending on the number and location of the methyl group. In addition to acetylation 

and methylation, numerous other post-translational histone modifications have been 

discovered, including phosphorylation and ubiquitination24,25. Histone modification's 

importance in various diseases such as systemic sclerosis (SSc)26, Systemic Lupus 
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Erythematosus (SLE)27, and Type 1 Diabetes (T1D)28 is drawing attention in CD4+ T 

cells29. 

Chromatin is efficiently organized in the nucleus, enabling proper expression 

machinery30. The understanding of enhancer function and 3D genome organization has 

significantly improved in recent years, aided by several technological advances. These 

include high-resolution genome-wide mapping of enhancer-promoter contacts in 

various human and mouse cell types. Chromosome conformation capture (3C) 

quantifies the number of physical interactions between distant genomic regions in 3D 

space and is based on ligation proximity31. Molecular approaches, such as Hi-C, can be 

used to map all interactions between distant loci in the genome and provide a view of 

3D genomic organization representing an individual cell's identity32,33. 

Gene expression programs are associated with hierarchies in genome organization. In 

mammalian cells, genetic ablation or acute protein depletion of key players in 3D 

genome architecture, such as CTCF, Yin Yang 1 (YY1), and the Cohesin complex, have 

provided insights into how the genome is spatially organized into different functional 

layers34. The latest research is being done on 4D nucleome network to develop and apply 

approaches to map the structure and dynamics in space and time into how the nucleus 

is organized and functions35.  
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3. CTCF as a coordinator of 3D chromatin structure organization 

As previously noticed, chromatin, the material forming chromosomes, is organized 

within a three-dimensional (3D) space inside the cell nucleus30. This organization 

efficiently packages the genome, facilitating gene expression and replication36. Higher-

order 3D chromatin structures involve various regulatory interactions, including 

enhancer-promoter interactions and repressive interactions mediated by elements such 

as CCCTC-binding factor (CTCF) and cohesin. CCCTC-binding factor (CTCF) is a 

highly conserved zinc finger protein among eukaryotic species37 that binds to the 

consensus sequence defined by 11 zinc finger motifs in its structure38. CTCF is a 

multivalent protein that can regulate gene expression through various mechanisms39,40. 

CpG methylation of DNA can disrupt CTCF's binding41 and CTCF can bind to multiple 

sequences through combinations of its zinc fingers. Initially identified as a 

transcriptional repressor of the chicken c-Myc proto-oncogene, CTCF encodes a nuclear 

phosphoprotein that plays a role in cell cycle progression, apoptosis, and cellular 

transformation42. CTCF localizes between the promoter and enhancer to interfere with 

enhancer function and inhibit target gene expression. 

CTCF's early discovery revealed its specialized ability to function as an "Enhancer 

blocker". However, CTCF can also bring the promoter into contact with the distal 

enhancer, increasing gene expression, which is called "Enhancer facilitator" Recently, 

the loop extrusion model has been established, which contributes to topologically 

associating domain (TAD) formation. CTCF, Cohesin, and their cofactors drive this 

model, where Cohesin extrudes chromatin outwards until it meets chromatin barriers 

anchored by CTCF43. The chromatin looping structure made by CTCF can also be under 

developmental control. For example, at the mouse Hoxa cluster, CTCF sites delimit the 

boundary between two distal interaction domains in motor neuron cells44. 

Previous studies suggest that CTCF is involved in cell differentiation and development, 

and CTCF knockout mice exhibit embryonic lethality. Mutations in CTCF and its 
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binding sites have been implicated in diverse human diseases such as cancer45-47. In 

addition to its function as insulators, CTCF plays roles in gene activation, alternative 

splicing, and immunoglobulin class switching42,48,49. There are reports that CTCF 

binding at gene promoters can promote enhancer-promoter interactions50-52. A recent 

study has shown that the establishment of enhancer-promoter interactions in cells 

involves CTCF, cohesin, and other architectural factors53. However, these factors do not 

play a significant role in maintaining these interactions. Instead, once established, 

molecular mechanisms such as histone modifications, chromatin remodeling, DNA 

modification, and long non-coding RNAs can serve as a memory system to sustain 

enhancer-promoter interactions and gene expression. 

In this context, this study explores the intricacies of 3D chromatin organization, with 

a focus on the role of CTCF and related factors in shaping genome conformation and 

regulating gene expression in CD4+ T cells. Through a detailed analysis of these 

mechanisms and their implications on cell identity and function, my research aims to 

provide a comprehensive understanding of the relationship between genome 

organization and transcriptional regulation. This work emphasizes the significance of 

considering the 3D structure of DNA in the study of immune cell function.  
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II. MATERIALS AND METHODS 

 

1. Mice and Cell culture 

Mice carrying a conditional Ctcf allele (Ctcffl/fl) were crossed with Rosa26-CreER 

(CreER) mice to generate a tamoxifen-inducible CTCF conditional knockout strain 

(CreER;Ctcffl/fl) as described in the previous study. Age- and sex-matched CreER 

littermate mice were used as wild-type (WT) controls throughout the study. All mouse 

experimental procedures were approved by the Department of Laboratory Animal 

Resources Committee of Yonsei University College of Medicine. CD4+ T cells were 

isolated from mouse spleen by positive selection with MagniSortTM Mouse CD4 

Positive Selection Kit (Thermo Fisher Scientific). Post-sort purities of >85% were 

assessed by flow cytometry. CD4+ T cells were maintained in RPMI supplemented with 

10% heat-inactivated fetal bovine serum and 100 U/ml penicillin/streptomycin. CD4+ T 

cells were stimulated with coated αCD3 (2 μg/ml, Biolegend) and αCD28 (1 μg/ml, 

Biolegend) in the presence of IL-2 (100 U/ml, Roche) for 6 days. The medium was 

changed every 2 days. For the deletion of the Ctcf allele in vitro, 4-OH-tamoxifen 

(Sigma) dissolved in 100% ethanol was added on the first day of culture (final 0.5 μM). 

 

2. Flow cytometry 

Fluorochrome-conjugated anti-mouse CD4 were obtained from eBioscience. Cell 

death and apoptosis were analyzed using an Annexin V/Propidium iodide (PI) staining 

kit (eBioscience). Cell proliferation was determined using CFSE staining according to 

manufacturer’s protocol. Suspension cells are stained with the antibodies described 

above at the appropriate dilutions using FACS buffer (phosphate-buffered saline 

supplemented with 1% bovine serum albumin). Stained samples were analyzed by 

multicolor flow cytometry immediately after the end of the incubation period. 

Suspension cells stained with antibodies are acquired by the FACSVerse flow cytometer 
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(BD Biosciences). All flow cytometry data were analyzed with the FlowJo software 

(Treestar). Two biological replicates were performed for each condition. 

 

3. RNA extraction and quantitative real-time polymerase chain reaction (qRT-

PCR) 

Total RNA is isolated from CD4+ T cells using Hybrid-R Total RNA purification kit 

(GeneAll Biotechnology) following manufacturer’s instructions. 1μg of total RNA are 

used for cDNA synthesis with the PrimeScriptTM RT Master Mix (Takara Bio). SYBR 

Green-based qRT-PCR are performed using the QuantiNova SYBR Green PCR kit 

(Qiagen). qRT-PCR is achieved with the QuantStudio 3 Real-time PCR System 

(Applied Biosystems). The PCR process is started at 95℃ for 2 minutes, followed by 

40 cycles of 95℃ for 5 seconds and 60℃ for 10 seconds, and ended after melting curve 

stage. Gene expressions are normalized to Rpl7 mRNA. The primer sequences are listed 

in Table 1. Four biological replicates were performed for each condition. 

 

Table 1. Primer sequences used for RT-qPCR 

Genes Forward (5’-3’) Reverse (5’-3’) 

Rpl7 ATGTGCCCGCAGAACCAA GACGAAGGAGCTGCAGAACCT 

Ctcf GAATTTGCCGTGAGTGGAGT TGCTGGATGAGAGCATATCG 

Dexi GCTTGACGTCTTCGATGGAT CCGAGTCCTCATTTCTCCTG 

Socs1 ACCTTCTTGGTGCGCGAC GGGCCCGAAGCCATCTT 

Usp7 GTGTCCGGGACCTGTTAGAA TTGTGGAAATGTGCCACTGT 

Top2a GAACACCACAGACGAGGAGAAG CATACAGGAGGCAGAGCACGAA 

Igfbp4 CGTCCCGTAGACAAAATGGT GAATTTGCCGTGAGTGGAGT 

Tns4 CAAGCGAGAAGTGAAGGTTGCC GCTACCCACAAAATTCTGCGCC 

Ccr7 CGGAGCAAGATGAAGATCGTGG GATGAAGAGGTCTTCGTGGGTAC 



9 

 

Tatdn3 GGTGCCTTTGTCATCAGGGACA GACGGATAAGGTCACTGCTGTC 

Nsl1 AGAGGCTCAAGACCATGACGGA TCCAGGACTTGGCTTCGCTGTA 

Batf3 AAATGTGCACTCACGCTCAG CAGAGGCAGCTGTTTCACAA 

Fam71a CAACCAAACGGAGGCAGTAT CATGGCCTCACTCATTTCCT 

Atf3 AGAAGGCTGACAAGCTCCACGA CATCTTCTCGTGCTCCTTCAGC 

 

4. Western blotting 

Protein extracts are isolated from CD4+ T cells using T-PERTM Tissue Protein 

Extraction Reagent (Thermo Fisher Scientific). For inhibition of phosphatases’ activity, 

Protease Inhibitor Cocktail (Sigma) are added to all buffers. The concentration of 

protein was determined by Protein Assay Dye Reagent (Bio-Rad). Proteins were 

separated using sodium dodecyl sulfate-polyacrylamide gel electrophoresis and 

transferred onto polyvinylidene fluoride membrane. After blocking with 5% skim milk, 

the membrane was incubated with primary antibodies: α-tubulin from Santa Cruz; 

CTCF, p-STAT5, STAT5 from Cell Signaling Technology, followed by incubation with 

horseradish peroxidase-conjugated secondary antibody at 1:2000 dilution: HPR-linked 

anti-Mouse IgG from Cell Signaling Technology. The target proteins were visualized 

using Pierce Western Blotting Substrate (Thermo Fisher Scientific) and Image Quant 

LAS 4000 (GE Healthcare). Three biological replicates were performed for each 

condition. 

 

5. RNA sequencing 

Total RNA is isolated from CD4+ T cells in the same way when preparing them for 

qRT-PCR. The total RNA-seq library is prepared using the TruSeq Stranded Total RNA 

with Ribo-Zero Gold (Illumina). Messenger RNA was isolated by NEBNext®  Poly(A) 

mRNA Magnetic Isolation Module (New England Biolabs). Strand-specific libraries 

were generated using NEBNext®  UltraTM RNA Library Prep Kit for Illumina®  (New 
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England Biolabs) according to the manufacturer’s protocol. Barcoded libraries were 

pooled and sequenced on the Illumina HiSeq 2500, generating 100 bp paired-end reads. 

Four biological replicates were performed for total RNA-seq and three biological 

replicates were performed for mRNA-seq for each condition. 

 

6. Precision nuclear run-on sequencing (PRO-seq) 

PRO-seq was performed as previously described54. Briefly, chromatin samples 

prepared using the appropriate number of live cells (2 million to 2.5 million cells) were 

permeabilized with sucrose buffer. Biotin-NTPs (combinations of biotin-CTP with 

unlabeled CTP, UTP, ATP and GTP) were used as the nuclear run-on substrates. Total 

RNA was extracted with Trizol LS(Ambion) and further fragmented with 0.2N NaOH 

on ice for 10 min. Then biotin labelled RNA fragments were enriched by streptavidin 

beads M-270(Invitrogen). The 3’ adaptor was added to RNAs with T4 RNA ligase I 

and 5’ adaptor was also ligated to RNA after RppH and T4 PNK treatment at 37℃ for 

1 hour each. The RNA fragments with adapters on both sides were reverse transcribed 

by Superscript III RT enzyme into cDNA and amplified by KAPA HiFi master 

mix(Roche). Libraries were purified using dual (0.5x–1.8x) SPRI Ampure XP beads 

and paired-end sequenced (100 bp) on the Illumina HiSeq 2500 platform. Four 

biological replicates were performed under the WT condition, and three biological 

replicates were performed under the KO condition. 

 

7. Assay for Transposase-Accessible Chromatin using sequencing (ATAC-seq) 

ATAC-seq was performed as previously described55. Briefly, 50,000 cells are pelleted, 

resuspended in Lysis buffer (10mM Tris, pH 7.4, 10mM NaCl, 3mM MgCl2, 0.1% NP-

40, 0.1% Tween-20, 0.01% Digitonin) for 10 minutes on ice, and washed with Lysis 

buffer without NP-40 and Digitonin. Then, the tagmentation reaction is processed using 

Nextera DNA Library Prep Kit (Illumina) with 1% Tween-20 and 0.1% Digitonin at 37℃ 
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for 30 minutes. Transposed DNA is purified with the MinElute PCR Purification kit 

(Qiagen). qPCR reaction is run with part of the DNA and SYBR green to estimate cycle 

number from exponential amplification. Two-sided size selection is applied to amplified 

library DNA from a size range of 100–1,000bps with AMPure XP beads (Beckman 

Coulter). paired-end sequenced (100 bp) on the Illumina HiSeq 2500 platform. Two 

biological replicates were performed for each condition. Four biological replicates were 

performed for each condition. 

 

8. Cell fixation 

Sorted CD4+ T cells are pelleted and resuspended in fresh 1% formaldehyde (Sigma). 

Cells are incubated at room temperature for 10 minutes with shaking. Glycine (Duchefa 

Biochemie) are added at a final concentration of 125mM to quench the formaldehyde, 

and cells are incubated at room temperature for 5 minutes with rotation. Finally, cells 

are pelleted and washed with PBS three times, pelleted again, and stored at -80 °C deep 

freezer. These fixed sample are taken into ChIP-seq, in situ Hi-C and HiChIP protocol. 

 

9. Chromatin Immunoprecipitation Sequencing (ChIP-seq) 

ChIP-seq was performed as previously described56. ChIPmentation is a method that 

combines ChIP-seq library preparation by Tn5 transposase. The chromatin samples 

prepared using the appropriate number of fixed cells (5 x 105 for H3K27ac, H3K4me1, 

H3K4me3, H3K27me3 and 1 x 107 for CTCF, SMC1A, STAT5, Pol II phosphorylated 

on CTD Serine 5) are lysed in Buffer A (5mM PIPES, pH 8.0, 85mM KCl, 0.5% NP-

40) for 10 minutes on ice and then washed once with buffer A without NP-40. 

Subsequently, cells are resuspended in buffer B (10mM Tris pH 8.0, 2mM EDTA, 0.2% 

SDS, 5mM PMSF) and incubated for 10 minutes on ice. Cells in buffer B are sonicated 

as many as 8 set by BMS Bioruptor (High power, 30 seconds ‘ON’, 30 seconds ‘OFF’; 

5 cycle per 1 set). Sonicated chromatin is spun down at 14,000rpm 4°C to remove cell 
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debris. After shearing, the chromatin diluted with 280mM RIPA Buffer and precleared 

with Dynabeads A/G (Thermo Fisher Scientific) is subsequently immunoprecipitated 

with each antibody recognizing 1μg of H3K27ac (Abcam), H3K4me1 (Abcam), 

H3K4me3 (Millipore) H3K27me3 (Abcam) or 5μg of CTCF (Cell Signaling 

Technology), SMC1A (Bethyl Lab), STAT5 (Cell Signaling Technology), Pol II 

phosphorylated on CTD Serine 5 (Cell Signaling Technology). The chromatin–antibody 

complex is captured with Dynabeads A/G for 2 hours, and subsequently washed with 

RIPA buffer, LiCl buffer and 10mM Tris, pH 8.0. Then, the tagmentation reaction is 

processed using Nextera DNA Library Prep Kit (Illumina) at 37℃ for 10 minutes. After 

the tagmentation, each sample is washed sequentially with 140mM RIPA buffer twice, 

and TE buffer (10mM Tris pH 8.0, 1mM EDTA) twice. Reverse-crosslinking and 

elution are done by resuspending the beads with ChIP elution buffer (10mM Tris pH 

8.0, 1% Triton X-100, 300mM NaCl, 0.4% SDS) and Proteinase K (New England 

Biolabs) at 55℃ for 1 hour and 65℃ overnight. DNA is purified by AMPure XP beads 

(Beckman Coulter). qPCR reaction is run with part of the DNA and SYBR green to 

estimate cycle number from exponential amplification. Two-sided size selection is 

applied to amplified library DNA from a size range of 200-400bps with AMPure XP 

beads (Beckman Coulter) and paired-end sequenced (100 bp) on the Illumina HiSeq 

2500 platform. Two biological replicates were performed for each condition. 

 

10. in situ Hi-C 

In situ Hi-C was performed as previously described33. Approximately 2 million cells 

1% fixed are used per replicate in Hi-C. The crosslinked cells are lysed in Cell lysis 

buffer (10 mM Tris-HCl, pH 7.5, 10 mM NaCl, 0.2% NP-40) for 10 minutes on ice and 

then washed once with lysis buffer without NP-40. Subsequently, cells are resuspended 

in 0.5% SDS and incubated for 10 minutes at 62°C then quenched by 3% Triton X-100 

for 15 minutes at 37°C. Then, 10X NEBuffer 2 and MboI (New England Biolabs) are 
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added to digest chromatin at 37°C with shaking overnight. Enzymes are inactivated by 

heating for 20 minutes at 62°C. Digested fragments are biotin-labeled and ligated by T4 

DNA ligase buffer (New England Biolabs) at 16°C overnight. Subsequently, cells are 

resuspended in buffer B and incubated for 10 minutes on ice. Cells in buffer B are 

sonicated as many as 6 set by BMS Bioruptor. After shearing, reverse-crosslinking and 

elution are done with Proteinase K (New England Biolabs) at 55℃ for 1 hour and 65℃ 

overnight. The DNA fragment is purified Phenol-Chloroform extraction and Ethanol 

precipitation. Ligation junctions are enriched by DynabeadsTM MyOneTM 

Streptavidin C1 (Thermo Fisher Scientific). Then, the tagmentation reaction is 

processed using Nextera DNA Library Prep Kit (Illumina) at 55℃ for 10 minutes. After 

the tagmentation, each sample is washed sequentially with 50mM EDTA, and Tween 

wash buffer (5mM Tris pH 7.5, 0.5mM EDTA, 1M NaCl, 0.05% Tween-20), 10mM 

Tris, pH 8.0. DNA is purified by AMPure XP beads (Beckman Coulter). Final libraries 

are directly PCR amplified from Streptavidin beads, size selected with AMPure XP 

beads (Beckman Coulter). Each library was paired-end sequenced (100 bp) on Illumina 

HiSeq 2500 platform. Two biological replicates were performed for each condition. 

 

11. HiChIP 

HiChIP was performed as previously described57, using antibodies against 3μg of 

H3K27ac (Abcam). HiChIP libraries are prepared in the same protocol as in situ Hi-C 

that progresses to get biotin-labeled and ligated DNA. After shearing, ChIP is processed 

as described in ChIP-seq. Post-ChIP DNA are enriched by DynabeadsTM MyOneTM 

Streptavidin C1 and subsequently processed to tagmentation reaction. Finally, Libraries 

are prepared as described in Hi-C. Each library was paired-end sequenced (100 bp) on 

Illumina HiSeq 2500 platform. Two biological replicates were performed for each 

condition. 
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12. CRISPR/RNP nucleofection 

Cells were isolated as described above and cultured for 2 days before transfection. To 

prepare the duplex, each Alt-R crRNA and Alt-R tracrRNA (IDT) was reconstituted to 

100μM with Nuclease-Free Duplex Buffer (IDT). The primer sequences are listed in 

Table 2. Oligos were mixed at equimolar concentration in a sterile microcentrifuge tube. 

Oligos were annealed by heating at 95℃ for 5 min in thermocycler and the mix was 

cooled to room temperature slowly. In a microcentrifuge tube, two crRNA-tracrRNA 

duplexes (3μl equal to 150pmol each) and 5μg TrueCut Cas9 Protein v2 (ThermoFisher 

scientific) were mix gently and incubated at room temperature for 10 min. 200μl 

complete T cell media per well of a 96-well plate was prewarmed. 1.5 million T cells 

were resuspended in 20μl primary cell nucleofection solution (P4 primary Cell 4D-

Nucleofector X kit S, Lonza). T cells were mixed and incubated with 15μl RNP-

complex at room temperature for 2 min in microcentrifuge tubes. The cell/RNP mix was 

transferred to Nucleofection cuvette strips (4D-Nucleofector X kit S; Lonza). Cells were 

electroporated using a 4D nucleofector (4D-Nucleofector Core Unit; Lonza, 4D-

Nucleofector X Unit; Lonza). Pulses CM137 for activated CD4+ T cells. After 

nucleofection, prewarmed T cell media was used to transfer transfected cells in 96-well 

plates. T cells were cultured at 1.5 million per well in 200μl complete T cell media for 

2 days 

 

Table 2. gRNA sequences used for CRISPR/RNP Nucleofection 

Index gRNA Sequence 

Control GCGAGGTATTCGGCTCCGCG 

GAS1 CAACAAGCGTTATCGCTTCC 

GAS2 GGCACAACCGGTCTTCTTCG 

GAS3 TAAACTTATGAGTCGTTTCC 
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GAS4 TGAGTCGTTTCCTGGAACAT 

CTCF1 TGTCCGCCGGTAGCCACCAG 

CTCF2 TTGTCCGCCGGTAGCCACCA 

 

13. T7E1 mismatch detection assay 

T7 Endonuclease I (T7E1) was purchased from New England Biolabs and assayed 

according to manufacturer’s protocol. Briefly, genomic DNA was extracted from cells 

that underwent CRISPR KO experiment, and the target region was amplified by PCR. 

The primer sequences are listed in Table 3. The amplified products were purified using 

AMPure XP beads (Beckman Coulter). The obtained DNA was quantified, and 200ng 

of DNA was denatured at 95°C. Annealing was induced by lowering the temperature 

from 95°C to 85°C at a rate of 2°C per second, and then gradually reducing the 

temperature from 85°C to 25°C at a rate of 0.1°C per second. The recombined dsDNA 

was then subjected to mismatch digestion using T7 endonuclease at 37°C for 20 minutes, 

and the fragments were confirmed by agarose gel electrophoresis. 

 

Table 3. Primer sequence for amplification of CRISPR KO target region 

Target site Forward primer (5’-3’) Reverse primer (5’-3’) 

Dexi enhancer GGTATCGATGGCACTCCTGT TCTCACGGGGTACAGAGGAG 

Igfbp4 enhancer CCACCTCAGAGCTCCACACT AGTTCCCTTTCCCAACATCC 

Batf3 enhancer GCCTTGTGGCAGAGTTTCTT AGAGGCCACGACTCACAAAC 

 

14. Cloning and sequencing for check mutation rate 

Genomic DNA was extracted from cells that underwent CRISPR KO experiment, and 

the target region was amplified by PCR using the same method as the T7E1 assay. The 

amplified DNA was electrophoresed on agarose gel to purify the target sequence DNA 
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of appropriate size using the Gel SV kit (GeneAll). The purified DNA bait was inserted 

into the TA cloning vector (Takara), and transformation was carried out using DH5 

alpha (Enzynomics) according to the manufacturer's instructions. The resulting colonies 

were prep using the plasmid SV kit (GeneAll), and sanger sequencing was performed 

using universal primers in Table 4. 

 

Table 4. Sequencing primer for reading DNA sequence after cloning 

index Primer sequence 

M13F-pUC GTTTTCCCAGTCACGAC 

M13R-pUC CAGGAAACAGCTATGAC 

 

15. RNA-Seq data processing 

Paired end sequencing reads were trimmed using Trim Galore (version 0.6.4) with the 

command-line settings “trim_galore --paired”. The trimmed reads were then aligned to 

the mouse mm10 genome assembly using STAR (version 2.6.0a)58 with the parametrs -

-chimSegmentMin 20 --twopassMode Basic --quantMode TranscriptomeSAM. Gene 

expression levels were measured using RSEM (version 1.3.1)59 with the parameters --

paired-end --estimated-rspd. Differentially expressed protein-coding genes were 

identified using the DEseq2 R package (version 1.34.0)60 with an adjusted p-value 

threshold of 0.05 and a fold-change threshold of 2. For biological process gene ontology 

enrichment analysis of the differentially expressed gene symbols, the enrichGO function 

from the ClusterProfiler R package (version 3.14.3)61 was applied with a q-value 

threshold of 0.05. Strand-specific reads were chosen using SAMtools (version 1.9)62, 

and normalized using bamCoverage function from deepTools (version 3.3.0)63 with the 

parameter “–normalizeUsing CPM” to generate strand-specific RNA-seq genome track 

signals. 
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16. ChIP-Seq data processing 

Paired-end sequencing reads were trimmed using trim galore with the same parameters 

as in RNA-seq analysis, and subsequently aligned to the mouse mm10 genome assembly 

using bwa (version 0.7.12)64 with default parameter settings. Low quality reads were 

extracted using SAMtools with parameters -1 30 –F 1804 –f 2, and duplicate reads were 

tagged using Picard tools (version 2.18.23) with default parameters. Mitochondrial 

reads and duplicate reads were further eliminated using SAMtools with the same 

parameters as before. Uniquely mapped reads were normalized using bamCoverage 

function from deepTools with command-line options “--normalizeUsing CPM” to 

generate ChIP-seq genome tracks. ChIP-seq heatmap signals were evaluated with 

computeMatrix function from deepTools with the command-line options “reference-

point --referencePoint center --missingDataAsZero” and additional range information 

to present normalized read counts near peak center. Peaks were determined for each 

sample and biological replicate using MACS2 (version 2.1.2)65 with command line 

options “macs2 callpeak -g mm -f BAMPE --nomodel” and input reference data, and 

additional command line options “-q 0.001” for H3K27ac ChIP-seq and “--broad” for 

H3K4me1 and H3K4me3 ChIP-seq. For H3K27ac ChIP-seq analysis, raw sequencing 

reads of replicates were merged and re-processed as combined results for further 

analysis. DESeq2 R package was used to define differential peaks of ChIP-seq data 

using read counts from each sample, with customized size factors assessed based on the 

proportion of uniquely mapped reads between samples, adjusted p-value threshold of 

0.05, and a fold-change threshold of 2. 

 

17. ATAC-seq data processing 

Paired-end sequencing reads were trimmed using trim galore with the same parameters 

as in RNA-seq analysis. Trimmed reads were mapped to the mouse mm10 reference 

genome using bowtie2 (version 2.3.2)66 with the parameters --end-to-end --very-
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sensitive --maxins 2000. Reads with low mapping quality, duplicated reads, and 

mitochondrial reads were labeled and filtered using SAMtools and picard tools as in 

ChIP-seq analysis. Nucleosome-free regions were chosen, and Tn5 transposase-induced 

adaptor insertion sites were shifted using alignmentSieve function from deepTools with 

the command line-options “--maxFragmentLength 100 –ATACshift.” Nucleosome-free 

region reads were normalized using deepTools as in ChIP-seq analysis to generate 

ATAC-seq genome tracks. ATAC-seq peak calling was performed using MACS2 with 

the same parameters as in ChIP-seq analysis without using input reference data. DESeq2 

R package was applied to determine differentially accessible regions in the ATAC-seq 

data using read counts of each sample and customized size factors calculated based on 

the proportion of nucleosome free region reads between samples, an adjusted p-value 

threshold of 0.05, and a fold-change threshold of 2. 

 

18. PRO-seq data processing 

Paired-end sequencing reads were trimmed using trim galore with the same parameters 

as in RNA-seq analysis. Trimmed reads were mapped to the mouse mm10 reference 

genome using bwa mem as in ChIP-seq analysis. Reads with low mapping quality, 

duplicated reads, and mitochondrial reads were marked and filtered using SAMtools 

and picard tools as in ChIP-seq and ATAC-seq analysis. Uniquely mapped reads were 

normalized using deepTools as in ChIP-seq. Strand-specific reads were selected using 

SAMtools, and normalized using deepTools as in RNA-seq to generate strand-specific 

PRO-seq genome track signals. De novo transcript identification was performed using 

HOMER function findPeaks67 with “-style groseq” option for each and merged samples. 

Enhancer RNAs were identified from PRO-seq data by detecting bidirectional de novo 

transcripts that displayed overlaps with Pol2S5P ChIP-seq peaks, H3K27ac ChIP-seq 

peaks, and ATAC-seq peaks, while ensuring they did not overlap with ±2.5 kb from the 

transcription start site of all genes or the gene body of any coding genes. 
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19. in situ Hi-C data analysis 

Paired-end read files were processed using HiC-Pro (version 2.11.4)68. Default 

settings were used to align reads to the mouse mm10 genome, remove duplicate reads, 

assign reads to Dpn II restriction fragments, filter for valid interactions, and generate 

binned interaction matrices. After confirmation of good reproducibility between 

biological replicates using hic-spector69, the replicate data were merged for re-

processing as combined results. The validated contact pairs were transformed to 

Juicer .hic files by hicpro2juicebox function from HiC-Pro with the default parameter 

settings. To segregate A and B compartments, eigenvector for each chromosome of each 

sample were generated from the Hi-C data using Juicer tools function eigenvector 

(version 1.22.01) with KR normalization at 100kb resolution70.  The Juicer .hic files 

were converted to .cool files using hic2cool with default parameter options. 

Compartmentalization strength for KR-normalized Hi-C data at 100kb resolution was 

calculated using cooltools (version 0.3.2)71, defined as the ratio of (A–A + B–B)/(A–

B + B–A) interactions. Insulation score was computed using an algorithm that 

aggregated the number of interactions that occurred across chromosome bins and 

dividing it by the mean number of interactions for the whole chromosome, followed by 

logarithmization72. Topological domain (TAD) boundaries were decided using an 

insulation square analysis algorithm through matrix2insulation.pl function with 

parameters -b 500000 -ids 200000 -im mean -bmoe 3 -nt 0.1. Intra-TAD DNA 

interactions, represented as TAD strengths, were calculated using FAN-C (version 

0.9.14)73 with the command-line options “fanc aggregate --tads --expected-norm –log.”  

 

20. HiChIP data analysis 

Paired-end read files of separated and merged samples were processed using HiC-Pro, 

following the same steps as in in situ Hi-C analysis. H3K27ac HiChIP loops were called 
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using FitHiChIP (version 9.0)74 with 10 kb bin sizes, bias correction by coverage, false 

discovery rate <10−5, a minimum genomic distance of 20 kb, and a maximum genomic 

distance of 2 Mb. For identification of loops with differential strength of chromatin 

interaction, all H3K27ac HiChIP loops with q < 10−5 in at least one of the two 

conditions were compared by applying DESeq2 (version 1.24.0) for the contact counts 

of each replicate. Gained and lost H3K27ac HiChIP loops were selected using a p < 0.05 

and log[FC] > 1 and log[FC] < -1, respectively. The cutoff for super-loops was set to the 

elbow of the curve, and a tangent line at the cutoff was demonstrated in the graph. Loops 

below the elbow point of the curve were defined as typical-loops. Super-loops and 

Typical-loops were equally divided as S1, S2, T1, and T2 subgroups based on loop 

strength. 

 

21. Aggregated Peak Analysis (APA) 

To aggregate genome-wide interaction density near selected loops, the merged HiC 

and HiChIP matrix dataset were processed using the Juicer tools function apa (version 

1.19.02) with command line options “-r 10000 -k KR -n 30 -w 10.” Genome-wide 

normalized APA results were applied for plotting and calculating Peak to Lower Left 

(P2LL) value. 

 

22. Definition of regulatory elements for annotating HiChIP loop anchors 

Promoters were defined as ± 2.5 kb from the transcription start site (TSS) of each 

protein-coding gene. Enhancers were identified as regions with an H3K27ac peak as 

determined by ChIP-seq. Super-enhancers were determined by utilizing the ROSE 

algorithm to H3K27ac peaks with the default stitching size of 12.5 kb23. The presence 

of one or more promoter was considered a promoter HiChIP anchor. The absence of any 

promoter or enhancer was considered as a none HiChIP anchor.  
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23. Motif enrichment Locus Overlap analysis 

The enrichment of transcription factor motifs within ATAC-seq peaks that overlapped 

with anchors from each group of HiChIP loops was obtained by BEDTools (version 

2.29.2)75 and analyzed using the "findMotifsGenome.pl" function from HOMER, 

employing total ATAC-seq peak regions as a background position. For Locus Overlap 

Analysis (LOLA), ATAC-seq peaks within region of interest were analyzed using 

LOLAweb (version 1.4.0)76 with total ATAC-seq peak regions as a background regions 

and background universe, and compared against the LOLACore region databases for 

mm10 to identify enrichment of experimentally-derived transcription factor binding 

locations. 

 

24. Quantification and statistical analysis 

The statistical significance of differences between measurements was determined by 

Wilcoxon rank sum using the R package and GraphPad Prism 5, unless otherwise stated. 

Statistical details of experiments can be found in the figure legends. 

 

25. Data visualization 

All HiC and HiChIP matrix data were plotted by HiCExplorer (version 3.7.2)77. All 

ChIP-seq and PRO-seq heatmap, saddle plot, and aggregate plot were generated by 

seaborn (version 0.10.1) and matplotlib (version 3.2.1) python packages. All RNA-seq, 

ChIP-seq, ATAC-seq, and PRO-seq genome tracks were generated by 

pyGenomeTracks (version 3.7)78. 
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III. RESULTS 

 

1. Conditional CTCF knockout was induced in CD4+ T cells, leading to an effective 

reduction of CTCF levels. 

In order to investigate CTCF knockout cells, a bypass approach was necessary as 

CTCF knockout is embryonic lethal at E4.5-E5.579. The Cre recombinase with a 

tamoxifen inducible estrogen receptor (ER) fusion protein was deemed suitable for this 

purpose80,81. Tamoxifen-treated CreER translocates to the nucleus and removes flanking 

loxP sites by site-specific recombination, allowing for the creation of CTCF knockout 

CD4+ T cells. 

I utilized the CreER/LoxP system to obtain CTCF knockout CD4+ T cells (KO). 

Initially, CD4+ T cells were isolated from the mice spleen using magnetic activated cell 

sorting (MACS) and subsequently cultured with tamoxifen to acquire activated CD4+ T 

cells with CTCF KO, while wild-type CD4+ T cells (WT) were obtained in the absence 

of LoxP site (Figure 1A). The CD4+ marker of the T cells after MACS was confirmed 

by flow cytometry, and it was affirmed that CD4+ T cells with high purity of 90% or 

more were obtained (Figure 1B). Furthermore, while steadily inducing the activation 

of T cells with IL-2, the expression of CTCF mRNA was monitored, and it was 

discovered that CTCF completely disappeared after day 2 (Figure 1C). Ultimately, it 

was validated that the CTCF mRNA expression and CTCF protein of the activated T 

cells used in the experiment were entirely removed by day 6 (Figure 1D, E). 

Previous studies have reported that when CTCF is knocked out in cells past the 

development stage, cell death slightly increases82 This experimental design also 

demonstrated that when apoptosis was measured in CD4+ T cells in CTCF KO, the cell 

death was slightly increased in KO compared to WT, but not significantly (Figure 1F). 

Additionally, it was found that the division rates of CTCF wild-type (WT) and KO were 

not significantly different in the case of cell proliferation (Figure 1G). 
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Meanwhile, Cohesin is known to play a pivotal role in forming a loop83, ChIP-seq 

experiment was conducted to confirm the binding of CTCF and the change of SMC1A, 

the subunit of the Cohesin complex, binding pattern accordingly. It was verified that 

when CTCF is eliminated, a considerable amount of Cohesin disappears similarly to 

CTCF (Figure 2A). Notably, even after CTCF is knocked out, some Cohesin remained 

(Figure 2B, C)84. This suggests that Cohesin is not entirely dependent on CTCF. After 

CTCF KO, differential RNA expression analysis revealed 1,074 deregulated protein 

coding genes (660 upregulated and 414 downregulated) with an adjusted p-value < 0.05, 

fold change > 2 (Figure 2D; left). The gene ontology analysis revealed that the genes 

upregulated by CTCF KO were mainly enriched for DNA replication and repair, 

whereas the downregulated genes were primarily associated with cell-cell adhesion and 

response to granulocytes (Figure 2D; right). 
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Figure 1. CD4+ T cells were subjected to a conditional knockout of CTCF, resulting 

in an efficient depletion of CTCF 

(A) The experimental design scheme depicting the experimental approach employed 

in this study. (B) CD4+ T cell population after magnetic activated cell sorting (MACS). 

(C) Kinetics of CTCF mRNA expression with CTCF deletion by tamoxifen treatment. 

Error bars represent mean ± standard error of the mean (s.e.m). n=2 biologically 

independent samples. (D and E) Validation of efficient CTCF deletion by tamoxifen 

treatment at day 6 in terms of RNA levels (D) and protein levels (E). Significance was 

calculated using one-sided Mann–Whitney U test. (F) Flow cytometric diagrams 

illustrating the live cell frequency with or without CTCF (left), accompanied by a 

summarized bar graph indicating the percentage of viable CD4+ T cells (right). Error 

bars represent mean ± standard error of the mean (s.e.m). n=2 biologically independent 

samples (G) Day4-CFSE-labeled CD4+ T cells exhibiting proliferation-induced CFSE 

dilution were examined using flow cytometry, with analysis performed both on day 4 

and day 6.  
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Figure 2. Disrupted occupancies of CTCF and SMC1 due to CTCF depletion 

(A) Heatmaps of ChIP-Seq signals called for CTCF (left) and SMC1A (right). (B) 

Scatterplot of ChIP-Seq signals called for CTCF (up) and SMC1A (down). (C) Snapshot 

of signal tracks for CTCF ChIP-seq, SMC1A ChIP-seq in the representative genomic 

region. (D) RNA-seq MA plot (left) of WT versus KO. The number of protein coding 

genes exhibiting >2-fold increases in WT (blue) or KO (red) with an adjusted p-value 

<0.05 are indicated. Bar plot (right) of -Log10 q-value showing enrichment of gene 

ontology terms (biological process) associated with genes whose expressions were 

upregulated or downregulated by CTCF KO.  
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2. Compartment organization does not rely on CTCF, yet CTCF is crucial for 

insulating Topologically Associating Domains (TADs). 

Since CTCF is known as an insulator, it is meaningful to check how genome 

organization changes when CTCF disappears. To investigate the effect of CTCF KO on 

3D chromatin structure, in situ Hi-C was performed to quantify compartments and 

TADs33. Contact maps (Figure 3A) and compartment signals (Figure 3B, C, D) 

indicated that the segregation of active and inactive chromosome regions into A and B 

compartments was not significantly affected by CTCF KO (WT vs KO; r2 = 0.96), with 

only a 4% difference observed in compartments between WT and KO (Figure 3E). As 

previously described85, each compartment is classified based on transcriptional activity, 

and genes where compartment changes occurred tended to have significantly altered 

expression (Figure 3F). These findings suggest that while CTCF may not be necessary 

for higher-order chromatin compartmentalization82, some regions have the potential to 

be affected (Figure 3G). 

At the TAD level, defined by using insulation scores, KO CD4 T cells showed a 

decreased number of TADs compared with WT (Figure 4A). Based on WT boundaries, 

insulation scores showed that boundary strength noticeably weakened following CTCF 

deletion (Figure 4B). In this context, TAD boundaries, which prevent inter-TAD 

interactions, were significantly reduced by KO (Figure 4C). Consistent with previous 

reports in other cell models82, in situ Hi-C analysis revealed that CTCF depletion largely 

preserves compartment organization but interferes with TAD insulation in CD4+ T cells. 

(Figure 4D).  
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Figure 3. CTCF is dispensable for compartment organization 

(A) Hi-C contact maps generated by Juicebox at 500 kb, 25 kb, and 5 kb resolutions. 

(B) Distributions of the first eigenvector values across the entirety of chromosome 6. 

Red color represents A compartments and blue color represents B compartments. (C) 

Saddle plots of compartmentalization strength in WT and KO by genome-wide 0.05 - 

0.95 quantile range. (D) Comparison of cis Eigenvector 1 values between WT and KO. 

(E and F) The distribution plots (E) and corresponding protein coding gene expression 

(adjusted p-value <0.05) from compartment change between A and B in KO are 

indicated. (G) Snapshot of signal tracks for RNA-seq, Eigenvectors, H3K27ac, and 

CTCF ChIP-seq is presented in the representative genomic region where changes 

occurred from A to B and B to A.  
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Figure 4. CTCF is essential for TAD insulation 

(A) Number of TAD boundaries determined using Hi-C data in WT and KO. (B) 

Heatmaps(left) display the average observed/expected Hi-C interactions in the TAD 

regions regions, and boxplot(right) shows TAD strength between WT and KO. (C) 

Genome-wide averaged insulation scores plotted against distance around insulation 

center at TAD boundaries of WT CD4+ T cells. (D) Snapshot displaying Hi-C contact 

map, insulation score, CTCF ChIP-seq signal tracks and TAD boundary. The blue color 

represents WT, and the red color represents KO.  
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3. CTCF and transcriptional activity play a crucial role in facilitating the 

formation of enhancer loops. 

In order to further investigate the substructure of TADs, high-resolution contact maps 

of interactions between active enhancers and target genes in CD4 T cells were generated 

using H3K27Ac HiChIP. Previous reports have indicated that CTCF depletion 

significantly decreases the number of loops86. I observed a substantial decrease in the 

number of HiChIP loops due to CTCF depletion (75,845 in WT and 42,839 in KO) 

(Figure 5A). Interestingly, it was noteworthy that about half of the loops still remained. 

Each loop is composed of two anchors, and the loops can be classified by me according 

to the presence or absence of CTCF in each anchor to determine the extent of CTCF 

involvement in loop formation (Figure 5B). Most of HiChIP loops in WT cells enriched 

CTCF at least at one of the loop anchors (Figure 5C). This indicates that CTCF plays a 

crucial role in mediating enhancer-promoter interactions. Remarkably, when the results 

were classified according to the presence or absence of CTCF in the anchor, it was found 

that about half of the anchors were not bound by CTCF (Figure 5D). This suggests that 

factors other than CTCF also play a role in maintaining enhancer-promoter loops. 

To gain a deeper understanding of the properties of the loops, the loops were classified 

according to their intensity using ranking of super enhancer (ROSE) algorithm, which 

is generally used for super-enhancer analysis87. In 3D chromatin studies involving 

CTCF, it has been suggested that there is a positive correlation between loop strength, 

enhancer-promoter interactions, and transcription levels53,88. The loop strength was 

weighted using q values, which indicate the statistically significant level, and super-

loops were defined as regions past the point where the slope is 1 (Figure 5E). According 

to this criterion, loops with -log10 q value exceeding 35.6 in WT and 28.7 in KO were 

defined as super-loops. Furthermore, based on these values, super loops and typical 

loops were distinguished, and the loops belonging to each region were divided equally 

into S1 and S2, T1 and T2 (Figure 5E). 
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To verify that this definition method was not biased by loops limited to H3K27ac ChIP 

and that the statistical significance and contact count of the interaction were compatible 

criteria, the H3K27ac HiChIP analysis results for loop distribution were cross-validated 

with Hi-C data (Figure 5F). Strong loops had a higher contact count and a lower q value, 

indicating that the intensity of the loops could be expressed by the contact count and 

statistical significance. In addition, higher loop strength of super-loops compared to 

typical loops were verified by examining in situ Hi-C and HiChIP contact counts 

through Aggregate Peak Analysis (APA) (Figure 5G, H). 

To investigate the correlation between loop strength and transcription factor binding, 

ChIP-seq experiments were conducted on factors that are important for the formation of 

3D chromatin structures and are related to transcription activity, as well as experiments 

that represent gene expression First, the signal enrichment of each marker was tracked 

in WT and KO as the loop strength increased in the order of T1, T2, S1, and S2 (Figure 

6A). CTCF and Cohesin showed more enrichment as the loop strength increased, 

indicating that stronger loops involve stronger binding of CTCF and Cohesin in 

proportion (Figure 6A; top left). When examining DNA accessibility and H3K27ac, 

which are activation markers, it was found that accessibility and transcription activity 

also increased as loop strength increased (Figure 6A, bottom left)89. The enhancer 

marker H3K4me1 and promoter marker H3K4me3 showed the same tendency, while 

the inactive chromatin marker H3K27me3 showed lower signal enrichment in stronger 

loops (Figure 6A, middle right)90. 

Comparing WT and KO in each graph, it can be seen that the signal is almost absent 

in the KO sample for CTCF, which was knocked out, while relatively higher enrichment 

is observed in KO than in WT for the other activation markers. To determine whether 

the cause of these results was an increase in the expression of the markers themselves 

in the absence of CTCF, or whether the original high signal was revealed by the 

disappearance of CTCF, the analysis was performed on anchors of WT CD4+ T cells 
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divided according to the presence or absence of CTCF (Figure 6B). Although there was 

some difference, it was interesting to note that the anchor without CTCF showed higher 

active marker enrichment than the anchor with CTCF. Taken together, these results 

imply a crucial function for CTCF in preserving chromatin interactions centered around 

enhancers, and indicate that potent transcriptional activity can promote the formation of 

robust enhancer loops independently of CTCF. 
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Figure 5. CTCF plays a significant role in the formation of loops 

(A) Distribution of regulatory elements at the anchors of H3K27ac HiChIP loops in 

WT and KO. (B) Categorization of H3K27ac HiChIP loops into three distinct types 

based on the presence of CTCF occupancy at the loop anchors. (C) Quantity of HiChIP 

loops originating from wild-type CD4+ T cells, classified according to the description 

in (B). (D) Boxplot distribution showing the number of WT loop anchors with or 

without CTCF classified as described in (B). (E) H3K27ac HiChIP loop signal 

enrichment (as defined by the ROSE algorithm) representing, for each loop strength, 

calculated by -log10(q value). Both super-loops and typical-loops were further divided 

evenly based on their loop strength. (F) Boxplot showing -log10(q value) aspects from 

HiChIP data and contact counts from Hi-C data identified as loop strength increases. (G 

and H) Aggregate Peak Analysis (APA) was conducted on each set of HiChIP loops 

from WT (top) and KO (bottom) CD4+ T cells, involving the examination of in situ 

HiChIP (G) and Hi-C (H) contact counts.  
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Figure 6. Positive correlation between loop strength and the presence of CTCF and 

active transcription markers 

(A and B) HiChIP loop anchors were analyzed in CD4+ T cells from both WT and KO 

conditions, assessing the enrichment of ChIP-seq, PRO-seq, and ATAC-seq signals. 

Additionally, HiChIP loop anchors from WT CD4+ T cells, categorized by the presence 

(left) or absence (right) of CTCF occupancy, were investigated for the enrichment of 

ChIP-seq, PRO-seq, and ATAC-seq signals. The quantity of anchors in each group of 

HiChIP loops was indicated in the figures. 
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4. Super loop is engaged to super-enhancer and cell-identity related genes. 

As previously described22,23, super-enhancers are known to involve many active 

transcription factors and regulate the expression of genes that reflect cell identity. I was 

curious about the extent to which the 3D chromatin structure altered by CTCF could 

influence the cellular functions. In order to determine how the absence of CTCF affects 

the activity of super-enhancers, H3K27ac ChIP-seq and ROSE analysis were performed 

(Figure 7A). The WT super-enhancers yielded 619, while the KO super-enhancers 

yielded 629. Comparing the H3K27ac signal enrichment between the two groups, there 

was almost no significant difference (Figure 7B). Similar to the analysis of epigenome 

profiles based on loop strength, a bar graph was used to represent the involvement of 

super-enhancers and typical enhancers according to loop intensity (Figure 7C). This 

result indicates that super-loops contain more super-enhancers than typical loops, 

suggesting a high correlation between super-loop activity and super-enhancer activity. 

When the target genes regulated by WT and KO super-enhancers were linked using loop 

data, 1,801 and 2,427 genes were identified, respectively (Figure 7D). Gene ontology 

analysis of the target genes revealed terminologies that included genes important for 

CD4+ T cell functions, such as T cell activation and lymphocyte differentiation (Figure 

7E). As expected, super-enhancers were found to regulate genes related to cell identity, 

and the depletion of CTCF had a minimal impact on the target genes of super-enhancers. 
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Figure 7. As the loop strength increases, the involvement of the super-enhancer 

also increases 

(A) H3K27ac ChIP-seq signal enrichment (as defined by the ROSE algorithm) 

depicting ranking of enhancer regions in WT and KO. (B) Line plot showing normalized 

counts in H3K27ac signal enrichment of super-enhancer (SE) between CTCF WT and 

KO. The number of loops exhibiting >2-fold increases in WT (blue) or KO (red) with 

adjusted p value<0.05 has been indicated. (C) Distribution of enhancer types at the 

anchors according to loop strength categorized by the presence or absence of CTCF 

(left), and divided into loops with and without CTCF in WT CD4+ T cells (right). (D) 

Super-enhancer target genes were pinpointed through a combined analysis of H3K27ac 

ChIP-seq and H3K27ac HiChIP, and their classification was based on the positioning 

of the super-enhancers either at promoters, distal enhancers, or both. (E) Bar plot of -

log10 q-value showing enrichment of gene ontology terms (biological process) 

associated with genes whose expressions targeted by super-enhancers of WT (left) or 

KO (right). Over representation analysis (ORA) applied using hypergeometric 

distribution.  
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5. Super loops have a low pausing index and regulate cell-specific genes. 

Recent studies propose that super-enhancers facilitate elevated gene expression by 

expediting the swift release of transcriptional pausing91-93. The pausing index is a 

measure of the efficiency of transcription elongation and is defined as the ratio of Pol II 

density at the promoter-proximal region where transcriptional pausing occurs to the 

gene body where elongation occurs94. Pol II that binds to the promoter undergoes 

initiation, elongation, and termination while being phosphorylated on its C-terminal 

domain (CTD)95. Pol II phosphorylated on CTD Serine 5 (Pol2S5P) is a modification 

that is found in both initiating and elongating Pol II. Therefore, to investigate how the 

Pol2S5P ChIP-seq signal changes with loop strength, genes were selected that do not 

have any connected loops, genes with typical loops, and genes with super-loops (Figure 

8A). The ratio of promoter-proximal peak density to gene body density was calculated 

for each of these genes, and the pausing index was determined. The results showed that 

as loop strength increased from no loop to S2 loop, the gene body's ChIP-seq signal 

gradually increased. The pausing index, calculated as the ratio of these two densities, 

decreased as the loop strength increased (Figure 8B). The purpose of the pausing index 

is to measure how long Pol II lingers at the transcription start site, and it can also be 

calculated using PRO-seq, which tracks nascent RNA transcription96. When PRO-seq 

data from the promoter and gene body of target genes connected by loops were analyzed, 

it showed the same pattern as the Pol II data (Figure 8C), with the pausing index 

decreasing as loop strength increased (Figure 8D). 

When target genes were classified according to the strength of the connected loops 

and the average signal landscape of the promoter and gene body was examined, the 

highest enrichment was seen at the transcription start site (TSS), with the signal 

decreasing as the gene body progressed. Super-loops showed higher signal enrichment 

than typical loops and no loops, both at the TSS and gene body regions (Figure 8E and 

8F). Super-loop connected genes have higher levels of Pol II binding and PRO-seq 
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signal (Figure 6A; bottom right)53, and it suggests that the formation of super-loops 

may contribute to the recruitment and stabilization of Pol II at the TSS, leading to higher 

levels of transcription initiation and therefore a higher level of nascent RNA synthesis. 

Although the high signal at the TSS may contribute to a high pausing index, the gene 

body's enrichment in target genes connected by super-loops was sufficiently high to 

offset this effect, resulting in a low pausing index. 

Remarkably, the analysis of the pausing index, based on PRO-seq signals, 

demonstrated that genes associated with super-enhancers exhibited decreased levels of 

transcriptional pausing when compared to those not associated with super-enhancers 

(Figure 9A; bottom) 97. I analyzed target genes to investigate the relationship between 

loop strength, pausing index, and RNA profiles, and found that as the strength of the 

loop increased, the RNA expression of the connected genes also tended to increase, as 

expected from PRO-seq and Pol II signals (Figure 9B, C; Figure 8B, D). Furthermore, 

When analyzing the biological processes associated with corresponding genes, I 

classified target genes of super-loops with low pausing indexes into T cell-specific gene 

ontologies, such as T cell activation and leukocyte cell-cell adhesion. On the other hand, 

genes with no loops or typical loops, which showed relatively high pausing indexes, 

were associated with general cell cycle regulation groups, such as ribosome biogenesis 

and mRNA processing (Figure 10). These results suggest that even in the absence of 

CTCF, super-enhancers and super-loops do not change significantly, and the expression 

of cell-specific target genes regulated by these factors is maintained quite robustly. This 

is consistent with previous reports that acute CTCF, Cohesin, and WAPL depletion 

minimally affect gene expression and enhancer-promoter interactions53.  
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Figure 8. As the intensity of the loop increases, the pausing index decreases 

(A) Heat map of ChIP-seq signals of Pol II (phosphorylated on CTD Serine 5) around 

the TSS regions based on loop strength, categorized by the presence or absence of CTCF. 

(B) Boxplot is utilized to display pausing index based on loop strength, categorized by 

the presence or absence of CTCF. Pausing index calculated by the signal enrichment of 

Pol II (phosphorylated on CTD Serine 5). (C) Heat map of PRO-seq signals (sense 

strand) around the TSS regions based on loop strength, categorized by the presence or 

absence of CTCF. (D) Boxplot is utilized to display pausing index based on loop 

strength, categorized by the presence or absence of CTCF. Pausing index calculated by 

the signal enrichment of PRO-seq. (E) Pol II phosphorylated on CTD Serine 5 (Pol2S5P) 

signal distribution profiles surrounding promoters in WT and KO according to each type 

of loops. (F) PRO-seq signal distribution profiles surrounding promoters in WT and KO 

according to each type of loops.  
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Figure 9. Robust enhancer loop formation is coupled to release of RNA Pol II 

pausing 

(A) Protein coding genes, categorized by their association with super-enhancers, were 

scrutinized for both RNA expression (top) and pausing index (bottom). (B) Protein 

coding genes, categorized by the types of loops linked to gene promoters, were analyzed 

for both RNA expression (top) and pausing index (bottom). (C) Snapshot of signal 

tracks for PRO-seq, Pol II phosphorylated on CTD Serine 5 (Pol2S5P) is presented 

representative regions of genes that have no loop connected to their promoter, genes 

that have a typical loop connected to their promoter, and genes that have a super-loop.  
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Figure 10. The establishment of robust enhancer loops is linked to the alleviation 

of RNA Polymerase II pausing 

Protein coding genes, categorized into quantiles based on the pausing index in WT 

(left) and KO (right) CD4+ T cells, were scrutinized for the enrichment of gene ontology 

terms related to biological processes.  



46 

 

6. Super-loops are closely associated with the influence of epigenetic regulators. 

CTCF, Cohesin, and architectural factors are involved in creating enhancer-promoter 

interactions, but their presence is not necessary to maintain these interactions. Once 

formed, various factors such as histone modifications, chromatin remodeling, DNA 

modification, and long non-coding RNAs may provide a "molecular memory" that is 

sufficient to sustain enhancer-promoter interactions and gene expression53.  

Enhancer RNAs (eRNAs), long non-coding RNAs originating from enhancers, are 

known to promote Pol II pause release98. In line with these findings, the target genes 

were classified based on the strength of the loops they were connected to, and the 

regulatory sequences that corresponded to these genes were investigated (Figure 11A). 

While it is noteworthy that the number of genes influenced by super-enhancers increases 

when CTCF is absent, it suggests that a significant number of genes are still regulated 

by loops that do not include super-enhancers, indicating that super-enhancers may not 

fully explain this phenomenon. Notably, the majority of protein-coding genes featuring 

enhancer loops were linked to other genes through chromatin interactions between their 

promoters (Figure 11A; bottom). 

Apart from enhancer interactions, another important consideration is the presence of 

promoter-promoter interactions. When considering all genes without taking into 

account the strength of loops, it was observed that more than 80% of genes possess 

promoter-promoter interactions (Figure 11A; bottom). This suggests that promoter-

promoter interactions have significant explanatory power for gene regulation 

mechanisms. Furthermore, genes connected to typical loops have the highest portion of 

typical loops, while those connected to super-loops have the highest portion of super-

loops, and promoter-promoter loops are proportional to the strength of the loops88. 

When expression levels of genes connected by promoter-promoter loops in each anchor 

group, grouped by loop strength, were represented by PRO-seq signals, it was observed 

that strong loops also have high PRO-seq signals for both promoters (Figure 11B). 



47 

 

These findings indicate that active transcription events at distant enhancers, whether 

contributing to eRNA or protein-coding gene expression, can result in the swift 

alleviation of transcriptional pausing facilitated by robust enhancer loop formation. 

Recent studies indicate that H3K4me3, associated with transcriptional start sites, 

regulates RNA Polymerase II (RNAPII) promoter-proximal pausing. Acute loss of 

H3K4me3 has been shown to increase RNAPII pausing99. Consistent with these findings, 

all protein-coding genes in both WT and KO cells exhibited a negative correlation 

between H3K4me3 signals in promoter regions and the pausing index (Figure 11C; 

left). Remarkably, this negative correlation was most evident when genes were linked 

by strong enhancer loops (S2), in contrast to weaker loops (T1) or no connections 

(Figure 11C), emphasizing the pivotal role of enhancer loop strength in modulating the 

release of RNA Pol II pausing for the expression of cell identity genes in CD4+ T cells.   
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Figure 11. Loop formation determines the regulation of RNA Polymerase II pause-

release 

(A) Percentage of genes in each gene group with their promoters linked to super-

enhancers (top), enhancer RNAs (middle), and promoters of other genes (bottom). (B) 

Contour plot representing the PRO-seq signal, converted to log2 (CPM+1), of the 

promoter of each gene present in each anchor of Pro-Pro loops. (C) Contour plots 

showing the correlations between pausing indices and H3K4me3 levels at the promoter 

regions of each gene group.   
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7. STAT5 is a transcription factor that represents the super-loop and super-

enhancer in CD4+ T cells. 

In DNA-to-DNA interactions, the presence of proteins to bind the two strands is 

inevitable. Therefore, to identify the transcription factor that can maintain the looping 

structure for consistent activation of CTCF-independent transcription, motif search 

analysis was conducted. I analyzed ATAC-seq peaks at the anchors of enhancer loops 

to explore transcription factor binding associated with enhancer loop formation. In WT 

cells, the CTCF motif exhibited the most substantial enrichment at all loop anchors, 

irrespective of loop strength, emphasizing its essential role in the creation of enhancer 

loops (Figure 12A; left). In KO CD4+ T cells, I noted an increase in transcription factors 

associated with immune cells, including NF-kB and ETV4, at the anchors of typical 

loops (Figure 12A). Particularly noteworthy was the highest level of enrichment of the 

STAT5 motif at the anchors of stronger super-loops (S2) in KO cells (Figure 12A; top 

right). Furthermore, by comparing the accessible regions of the anchor with and without 

CTCF in the WT Super-loop, it was found that STAT5 motifs were also present in the 

anchor without CTCF (Figure 12B). 

STAT5 is well known as a key transcription factor that regulates T cell immune 

responses as a master regulator of CD4+ T cells100. The absence of CTCF and the 

presence of STAT5 in the anchor without CTCF suggest that cell type-specific 

regulators can perform an important role as auxiliary factors in maintaining the looping 

structure. This was also confirmed in motif search analysis of super-enhancer regions 

in WT and KO, where STAT5 motifs were consistently present, indicating the 

importance of STAT5 in regulating the cell type-specific function of super-enhancers 

in CD4+ T cells (Figure 12C). The activity of the STAT5 signaling pathway seemed to 

persist after CTCF depletion, as indicated by comparable levels of STAT5 

phosphorylation and genome-wide STAT5 occupancy in KO CD4+ T cells (Figure 

12D). Subsequently, the presence of STAT5 peaks in super-enhancers was confirmed 
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in WT and KO, and it was experimentally validated that STAT5 binds to almost all 

super-enhancers in CD4+ T cells (Figure 12E). 

Significantly, I observed an augmented convergence of loop anchors with super-

enhancers as the strength of the loops increased, with a more pronounced effect in KO 

cells compared to their WT counterparts. These results collectively demonstrate a strong 

correlation between STAT5-bound super-enhancers and the establishment of robust 

enhancer loops, especially in the absence of CTCF. This association is exemplified in 

the Il4ra and Cish loci (Figure 13). 
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Figure 12. STAT5 is the most prominently identified transcription factor in both 

super-loops and super-enhancers of CD4+ T cells 

(A and B) Transcription factor motif identification from ATAC-seq peaks in each 

group of loop anchors. (A) presents the results analyzed from WT and KO anchors in 

order of -log10 p-value, and (B) shows the results analyzed by dividing them based on 

the presence or absence of CTCF in the anchor in WT CD4+ T cells. (C) Graph 

representing the results of Locus Overlap Analysis (LOLA) on the accessible regions of 

super-enhancers in WT and KO, displayed by odds ratio. (D) Scatter plots of STAT5 

ChIP-Seq signals from WT and KO CD4+ T cells. (E) Distribution showing the 

proportion of super-enhancers in WT and KO that contain STAT5 among all super-

enhancers in WT and KO. 
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Figure 13. Promoter-promoter interaction and STAT5 are involved in gene 

regulation of super-loops 

Snapshot is presented that displays various types of signals at representative regions, 

including virtual 4C plot, ChIP-seq, ATAC-seq, and PRO-seq signal tracks. The colors 

blue and red represent WT and KO, respectively, while the gray and orange vertical bar 

highlights the location of the promoter used as viewpoints. The ChIP-seq signal tracks 

show various factors such as STAT5, CTCF, SMC1A, Pol II phosphorylated on CTD 

Serine (Pol2S5P), H3K27ac, H3K4me1, H3K4me3, and H3K27me3. The snapshot also 

includes information on ATAC-seq, PRO-seq, and super-enhancer regions.  
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8. The proper expression of cell identity genes relies on CTCF, which governs the 

formation of enhancer loops. 

So far, I have learned that CTCF is an important factor in forming loops, but at the 

same time, I have also looked into what factors can maintain the expression of important 

genes related to cell characteristics even in the absence of CTCF. At first glance, it may 

seem that CTCF does not have much influence on regulating gene expression in cells, 

but when focusing on changes in loops when CTCF is depleted, it becomes clear that 

this is not the case. Calculation of the differential loops reveals that a significant number 

of loops are created and disappear, with 10,233 loops newly formed and 8,870 loops 

disappearing (Figure 14A). 

The physical proximity between distal enhancers and their target genes has been 

suggested to play a crucial role in controlling appropriate gene expression, as many 

enhancers are located quite far from the genes they regulate13. When the strength of the 

TAD boundary becomes weaker in KO, it is possible that the enhancer-promoter 

interaction, which was blocked by a strong TAD boundary in WT, could be newly 

established. 

From this perspective, gained loops include more inter-TAD loops, which are formed 

beyond the existing TADs in WT, than lost loops (Figure 14B). Motif search results in 

lost and gained loops show that CTCF and STAT5 have the highest odds ratios in lost 

and gained loops, respectively (Figure 14C). This means that CTCF and STAT5 play a 

critical role not only in regulating loop strength and transcriptional activity, as 

confirmed in the super-loop analysis, but also in regulating newly formed and 

disappearing loops. When I examine the proportion of CTCF and STAT5 ChIP-seq data 

for loops at each condition's loop anchor, I can see that CTCF has a higher proportion 

in lost loops, and STAT5 has a higher proportion in gained loops compared to the 

opposite condition (Figure 14D). Depletion of CTCF had a more significant effect on 

super-loops than on typical-loops. In wild-type cells, over 40% of super-loops exhibited 
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decreased chromatin interactions, whereas in knockout cells, around one-third of super-

loops were newly formed as a result of increased loop strength (Figure 14E). This 

indicates that loops that disappear when CTCF is depleted are mostly loops where CTCF 

was present at the anchor, and newly obtained loops are where STAT5 is present. 

Many newly formed loops extend beyond the existing TADs, and considering that 

CTCF designs TAD boundaries, it is possible to predict that CTCF is present at TAD 

boundaries and observe the disappearance of the signal in CTCF KO (Figure 15A). The 

extent of the weakening of TAD boundaries can be expressed by subtracting the 

insulation score of WT from that of KO, the Δ insulation score (Figure 15B). To 

investigate whether CTCF can play a significant role in creating de novo loops, the 

number of CTCF peaks included in each loop was examined. Compared to other loops 

such as lost and constant loops, relatively more CTCF peaks were present within gained 

loops (Figure 15C). Based on these results, it can be concluded that the de novo loops 

formed in the CTCF KO are a result of the absence of CTCF, which would have served 

as a blocker according to the WT standard. Furthermore, the fact that the gained loop 

region has a high Δ insulation score, given that it represents a collapsed boundary, 

reinforces the conclusion that newly formed loops extend beyond the boundaries that 

existed in WT (Figure 15D). Through this series of results, it can be confirmed once 

again that CTCF is present in many TAD boundaries and that depletion of CTCF leads 

to merge TAD and show higher Δ insulation scores in these boundaries, emphasizing 

the importance of CTCF as a blocker in inhibiting interactions between TADs (Figure 

15E). 

These results collectively highlight the dual role of CTCF in the 3D enhancer network. 

CTCF preserves the strength of enhancer loops when located at loop anchors and, at the 

same time, prevents abnormal chromatin interactions by providing insulation when 

positioned between them. 
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In addition, the depletion of CTCF had a notable impact on the association between 

super-loops and their target genes: roughly half of the genes linked to super-loops in 

WT cells lost their connections (disrupted genes), while approximately half of the genes 

linked to super-loops in KO cells formed new connections following CTCF depletion 

(acquired genes) (Figure 16A). The genes that maintained their connections with super-

loops, even in the absence of CTCF (preserved genes), might be facilitated by robust 

transcriptional activity at their loop anchors. Importantly, genes connected by super-

loops in WT cells, whether these connections were preserved or disrupted due to CTCF 

depletion (preserved and disrupted genes, respectively), were predominantly associated 

with immune-related pathways (Figure 16B; upper). Conversely, genes in WT cells 

lacking connections to super-loops (acquired and unlinked genes) demonstrated a 

distinct inclination toward pathways linked to fundamental housekeeping functions, 

such as RNA metabolism (Figure 16B; lower). Interestingly, genes that established 

connections with super-loops due to CTCF depletion (acquired genes) were primarily 

linked to housekeeping functions rather than immune-related pathways (Figure 16B; 

lower). 

These results imply that robust enhancer loops facilitate the connection between super-

enhancers and cell identity genes. CTCF plays a pivotal role in this process by either 

preserving enhancer loop formation or hindering abnormal chromatin interactions to 

ensure the accurate pairing of super-enhancers with their target genes. Additionally, 

genes losing their super-loop connections due to CTCF depletion showed a significant 

decrease in RNA expression accompanied by an increase in transcriptional pausing 

(Figure 16C, D). In contrast, genes acquiring super-loop connections in CTCF-deficient 

cells exhibited elevated RNA expression and a decrease in transcriptional pausing 

(Figure 16C, D). This intricate interaction among super-loops, CTCF, and the control 

of transcriptional pausing highlights the essential role of 3D chromatin architecture in 

dictating gene expression patterns in CD4+ T cells.  
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Figure 14. Differential loop analyses using H3K27ac HiChIP revealed genome-

wide changes in enhancer loop strength following CTCF depletion 

(A) MA plot showing significant changes in H3K27ac HiChIP loop strength. The 

number of loops exhibiting >2-fold increases in CTCF WT(blue) or CTCF KO(red) 

CD4+ T cells with a adjusted p-value <0.05 has been indicated. (B) Distribution showing 

the ratio of inter-TAD and intra-TAD loops among gained and lost loops in KO 

compared to WT. (C). Graph representing the results of Locus Overlap Analysis (LOLA) 

on the accessible regions among gained and lost loops in KO compared to WT, 

displayed by odds ratio. (D) Distribution that classifies the presence of CTCF (left) and 

STAT5 (right) on each anchor in gained loop, constant loop, and lost loop. The cases 

where both anchors have TF are classified as "both", the cases where only one side has 

them are classified as "One", and the cases where neither anchor has them are classified 

as "None". (E) Proportion of lost (left) or gained (right) loops within each loop type.  
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Figure 15. The significant role of CTCF in the maintenance of enhancer loop 

formation 

(A) Line plot showing the comparison of CTCF peak signal between WT and KO 

based on WT TAD boundary. (B) Line graph depicting the variation in insulation score 

between WT and KO with reference to the TAD boundary of the WT. (C) cumulative 

plot shown the distribution of loops based on the number of CTCF peaks within the 

range of each loop type. (D) Cumulative proportion of the number of CTCF peaks 

between loop anchors within each loop type. (E) Snapshot displaying Hi-C contact map, 

arcs showing gained or lost H3K27ac loops, ChIP-seq signal tracks for CTCF and 

STAT5, insulation score, difference in insulation score between WT and KO (from top 

to bottom). The blue color represents WT and the red color represents KO.   
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Figure 16. The rewiring of super-loops resulting from CTCF depletion is 

associated with alterations in both gene expression and the pausing of RNA Pol 

II 

(A to D) Protein coding genes, categorized based on alterations in the connection of 

super-loops to their promoters (A), were analyzed for the enrichment of gene ontology 

terms related to biological processes (B), as well as for RNA expression (C) and pausing 

index (D).  
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9. The rewiring of the STAT5 enhancer network resulting from CTCF depletion 

alters the response to the JAK inhibitor. 

If CTCF depletion contributes to the formation of gained and lost loops, changes in 

gene expression resulting from such changes in the 3D structure are likely to be 

mediated by transcription factors present in the enhancer. Based on the results of a series 

of analyses, STAT5 is expected to be a regulator that plays such a role (Figure 12C, 

14C). Therefore, to verify the potential impact of STAT5 on gene expression in CTCF 

KO CD4+ T cells, an inhibitor experiment was conducted using tofacitinib, an oral Janus 

kinase inhibitor used for the treatment of psoriatic arthritis101, rheumatoid arthritis102, 

and ulcerative colitis103. Tofacitinib results in a decrease of phosphorylation required 

for STAT5 activity by inhibiting the phosphorylation of JAK kinase4,104. While 

maintaining the overall experimental design, tofacitinib and IL-2 were treated four 

hours prior to obtaining the sample (Figure 17A). Western blot analysis confirmed the 

significant decrease in STAT5 phosphorylation caused by tofacitinib (Figure 17B). As 

STAT5 target genes are expected to be affected when STAT5 activity decreases, RNA-

seq and STAT5 ChIP-seq, as well as H3K27ac HiChIP data that reveal enhancer-

promoter interactions, were used to finally identify STAT5 target genes in CD4+ T cells 

(Figure 17C). The resulting target genes included 669 in WT and 1,147 in KO, and it 

was confirmed that CD4+ T cell gene expression is regulated in various ways, such as 

cases where STAT5 is present only in the promoter, only in the enhancer, or in both 

(Figure 17D). 

To investigate this, I examined changes in the RNA expression of STAT5 target genes 

after CTCF depletion (Figure 18A) and their correlation with modifications in 

chromatin interactions with STAT5-bound distal enhancers (Figure 18B). Following 

CTCF depletion, 67 STAT5 target genes showed upregulation, among which 51 

displayed STAT5 loop gain (Figure 18C; upper right), while 69 STAT5 target genes 
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exhibited downregulation, with 15 of them experiencing STAT5 loop loss (Figure 18C; 

lower right). 

Remarkably, modifications in the RNA expression of STAT5 target genes following 

CTCF depletion were noted in conjunction with adjustments in transcriptional pausing 

(Figure 18D). However, this correlation was most prominent when changes in loop 

strength occurred between STAT5-bound distal enhancers and promoters (Figure 18D). 

Then, two potential regulatory mechanisms are proposed by which CTCF depletion 

affects gene expression by disrupting 3D chromatin structure: (i) the absence of 

insulator CTCF initiates the formation of chromatin interactions connecting STAT5-

bound distal enhancers to target genes, thereby enhancing their expression (Figure 18E; 

left); and (ii) the depletion of enhancer facilitator CTCF disrupts chromatin interactions 

between STAT5-bound distal enhancers and target genes, consequently reducing their 

expression (Figure 18E; right). 

These findings demonstrate that the impact of CTCF depletion on the sensitivity of 

CD4+ T cells to JAK inhibitors is mediated through the rewiring of the STAT5 enhancer 

network, rather than by modifying the JAK/STAT signaling pathways. 
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Figure 17. Inhibiting the phosphorylation of STAT5 induced by tofacitinib 

experiment reveals STAT5 target genes 

(A) Scheme lustrating an experiment designed to reduce STAT5 activity by treating 

with tofacitinib. (B) The validation of the effectiveness of tofacitinib in inhibiting 

phospho STAT5 through measurement of protein levels. (C and D) Strategies (C) for 

discovering genuine STAT5 target genes in CD4+ T cells and representative genome 

tracks (D) of genes based on the type of connection, including RNA-seq, STAT5 ChIP-

seq, and STAT5-mediated loops.  
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Figure 18. The modified STAT5 enhancer network resulting from CTCF depletion 

brings about changes in the efficacy of a JAK inhibitor 

(A and B) MA plot represents the gene expression profile of STAT5 target genes (A) 

and STAT5-mediated loops (B) that are influenced by CTCF KO. The number of genes 

with >2-fold increase in wild-type (blue) or knockout (red) with an adjusted p-value 

<0.05 is shown. (C) Box plot (top right) representing the normalized transcripts per 

million (TPM) of target genes with increased gene expression linked to gained in CTCF 

knockout and box plot (bottom right) representing the normalized TPM of target genes 

with decreased gene expression linked to disappeared loops in CTCF knockout. The left 

bar graph illustrates the results tracking changes in loop-independent STAT5 target 

genes. (D) STAT5 target genes, whether exhibiting upregulation (top) or 

downregulation (bottom), were categorized according to the acquisition or loss of 

STAT5 loops, and subsequently assessed for changes in the pausing index. (E) Diagram 

depicting the function of CTCF in inhibiting (left) or promoting (right) chromatin 

interactions between promoters and distant enhancers bound by STAT5.  
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10. CTCF functions both as an enhancer blocker and facilitator, overseeing the 

precise targeting of STAT5. 

Next, an experiment was devised to remove STAT5 binding in the enhancer using the 

CRISPR system (Figure 19Α), to verify whether STAT5 in the enhancer of the looping 

structure that changes depending on the presence or absence of CTCF can actually have 

a significant impact. As CTCF acts as an insulator, the chromatin landscape surrounding 

Dexi among the 56 newly identified target genes of STAT5 was examined when CTCF 

was depleted. The Dexi gene encodes a dexamethasone-induced protein and has 

implications in the pathogenesis of type 1 diabetes mellitus and other autoimmune 

diseases105-107. It was found that there is a super-enhancer that controls the Socs1 gene 

(Figure 19B). The super-enhancer of Socs1 contains multiple STAT5 binding sites, and 

when a virtual 4C graph was created based on Dexi, it was confirmed that the interaction 

signal with the STAT5 binding site immediately upstream of the Socs1 promoter 

increased significantly in CTCF KO. On the other hand, when a virtual 4C profile was 

created based on the STAT5 binding site, it was observed that the interaction with Dexi 

increased while the interaction with CTCF between them decreased in CTCF KO. From 

this, it can be inferred that the increase in Dexi in CTCF KO is due to the super-enhancer 

of Socs1, especially a specific STAT5 binding playing an important role. The gamma 

interferon activation site (GAS) element is well known as a motif of STAT proteins108, 

so I used CRISPR to target two GAS motifs in that STAT5 binding site. 

The T7E1 mismatch detection assay is commonly used to evaluate the effectiveness 

of site-specific nucleases109. If a CRISPR-induced mismatch occurs at the intended site, 

a fragmented product smaller than the normal size is observed, and the assay results 

indicate that deletion of the STAT5 binding site has been effectively applied (Figure 

19C). Furthermore, cloning and Sanger sequencing of the genome region induced with 

STAT5 binding deletion were performed to confirm that the mutation occurred properly. 

I obtained STAT5 binding site deletion samples with an average efficiency of about 70% 
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(Figure 19D). I noticed a significant alteration in transcriptional pausing at the Dexi 

promoter due to the establishment of a super-loop connecting the STAT5-bound super-

enhancer, which differed from the minimal impact on enhancer looping observed at the 

Socs1 and Usp1 promoters following CTCF depletion (Figure 19E). The STAT5 target 

gene Socs1 in WT CD4+ T cells decreased in response to tofacitinib regardless of the 

presence or absence of CTCF, but Dexi did not show any influence in WT CD4+ T cells 

as it was not a target of STAT5. However, when CTCF was depleted, the increased 

expression of Dexi was observed to be suppressed by tofacitinib (Figure 19F), 

indicating that Dexi, which was originally not affected by STAT5, became affected in 

CTCF KO. This suggests that STAT5 plays an important role in regulating the target 

gene through the enhancer in CD4+ T cells. The same results were obtained in the qRT-

PCR experiment conducted after removing the STAT5 binding site in the enhancer 

(Figure 19G). 

After the previous experiment confirmed role of STAT5 in new looping structures 

resulting from the loss of CTCF's function as an insulator, I aimed to investigate the role 

of STAT5 in cases where CTCF directly facilitates interaction between enhancers and 

promoters. Among 15 candidate genes that were STAT5 target genes in WT CD4+ T 

cells but lost interaction with STAT5 due to CTCF deletion, Igfbp4 was selected as a 

candidate (Figure 18C; lower right). Examination of the surrounding region of the 

Igfbp4 gene revealed an anchor where CTCF and STAT5 coexist in a distal super-

enhancer region and strongly interact with the Igfbp4 promoter (Figure 20A). 

Furthermore, when CTCF was depleted, there was little change in interaction with other 

nearby genes, but a significant decrease in interaction with Igfbp4 was confirmed. 

Therefore, this case appears to be a situation where CTCF directly connects distal 

enhancer STAT5 to gene promoters to regulate expression, and I induced deletion of 

the GAS motif in the STAT5 binding site in the enhancer. T7E1 assay and Sanger 

sequencing are conducted as in the previous experiment, and sufficient mutation is 
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confirmed in the GAS motif (Figure 20B and 19C).  The targeted disruption of the 

super-loop linking the Igfbp4 gene and super-enhancer, induced by CTCF depletion, led 

to a heightened pausing index and reduced RNA expression specifically for the Igfbp4 

gene, while the pausing index and RNA expression for the Top2a and Ccr7 genes 

showed less pronounced effects (Figure 20D). As seen in the RNA-seq results treated 

with tofacitinib, Igfbp4 is affected by STAT5 inhibition, and it is significantly decreased 

compared to other nearby genes that are not significantly affected by CTCF KO (Figure 

20E). The qRT-PCR results after the STAT5 binding mutation also showed that while 

other genes did not show a statistically significant difference, the expression of Igfbp4 

was significantly decreased (Figure 20F). The fact that the expression of the target gene 

decreased means that STAT5 plays a crucial role in the enhancer-promoter regulation 

mechanism of CD4+ T cells. 

Then, I focused on the enhancer of Batf3 to see if I could obtain the same conclusion 

by only removing the loop connected to the promoter while maintaining STAT5 in place 

(Figure 21A). When Batf3 enhancer was analyzed using virtual 4C, it was found that 

the STAT5-mediated enhancer connected by CTCF was targeting Batf3 more 

selectively than the surrounding genes, and a significant decrease in interaction with 

Batf3 was observed when CTCF was depleted. 

CTCF deletion was induced using two guide RNAs targeting the motif. As in previous 

experiments, the KO efficiency was confirmed, and a mutation rate of over 80% was 

observed (Figure 21B and 20C). When examining the RNA-seq results of surrounding 

genes, including Batf3, treated with tofacitinib, it was observed that Batf3 and Atf3 were 

affected by tofacitinib (Figure 21D). By specifically targeting the CTCF binding site of 

the enhancer and inducing specific deletion, only Batf3 showed a significant decrease 

in expression, as seen in the qRT-PCR results (Figure 21E). This suggests that CTCF 

present on the enhancer in CD4+ T cells plays a role in helping to apply STAT5 activity 

to target genes, and it is precisely arranged to avoid affecting genes other than the target.   



69 

 

 

  



70 

 

Figure 19. Established chromatin interaction between the super-enhancer bound 

by STAT5 and the Dexi promoter following CTCF depletion 

(A) Scheme of the experimental design for editing TF binding sites through 

CRISPR/RNP nucleofection. (B) Snapshot showing Hi-C contact map, insulation scores, 

ChIP-seq signal tracks and virtual 4C plot (from top to bottom) at the Dexi locus. Blue 

color represents WT and red color represents KO. ChIP-seq signal tracks show STAT5, 

CTCF, H3K27Ac, and super-enhancer region information. Purple vertical bar highlights 

the location of Dexi promoter, green vertical bar highlights the location of STAT5 

binding site of enhancer, and gray vertical bar highlights the location of Socs1 used as 

viewpoints. (C) Results of the T7E1 mismatch detection assay for the CRISPR 

experiment targeting the STAT5 binding site of the enhancer connected to Dexi. (D) 

Distribution plot that summarizes the level of mutation in the target site from the results 

of the CRISPR experiment, based on sequencing results from at least 17 samples or 

more. (E) Changes in pausing indices for the indicated genes upon CTCF depletion. (F) 

Graph showing the expression of Dexi and surrounding genes in DESeq2 normalized 

count, based on RNA-seq data treated with tofacitinib. The statistical significance of 

differences between measurements was determined by two-side Wald test by the 

nbinomWaldTest function in DESeq2. (G) qRT-PCR results were obtained with the 

target STAT5 binding site edited in both WT and KO. The statistical significance of 

differences between measurements was determined by a one-sided Wilcoxon rank-sum 

test.  
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Figure 20. The chromatin interaction between the super-enhancer bound by 

STAT5 and the Igfbp4 promoter is disturbed following CTCF depletion 

(A) Snapshot showing ChIP-seq signal tracks and virtual 4C plot at the Igfbp4 locus. 

Blue color represents WT and red color represents KO. ChIP-seq signal tracks show 

STAT5, CTCF, H3K27Ac, and super-enhancer region information. Purple vertical bar 

highlights the location of Igfbp4 promoter, green vertical bar highlights the location of 

STAT5 binding site of enhancer, and gray vertical bar highlights the location of other 

genes' promoter used as viewpoints. (B) Results of the T7E1 mismatch detection assay 

for the CRISPR experiment targeting the STAT5 binding site of the enhancer connected 

to Igfbp4. (C) Distribution plot that summarizes the level of mutation in the target site 

from the results of the CRISPR experiment, based on sequencing results from at least 

16 samples or more.  (D) Changes in pausing indices for the indicated genes upon 

CTCF depletion. (E) Graph showing the expression of Igfbp4 and surrounding genes in 

DESeq2 normalized count, based on RNA-seq data treated with tofacitinib. The 

statistical significance of differences between measurements was determined by two-

side Wald test by the nbinomWaldTest function in DESeq2. (F) qRT-PCR results were 

obtained with the target STAT5 binding site edited in both WT and KO. The statistical 

significance of differences between measurements was determined by a one-sided 

Wilcoxon rank-sum test.  
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Figure 21. The chromatin interaction between the super-enhancer bound by 

STAT5 and the Batf3 promoter is perturbed following CTCF depletion 

(A) Snapshot showing ChIP-seq signal tracks and virtual 4C plot at the Batf3 locus. 

Blue color represents WT and red color represents KO. ChIP-seq signal tracks show 

STAT5, CTCF, H3K27Ac, and super-enhancer region information. Purple vertical bar 

highlights the location of Batf3 promoter, green vertical bar highlights the location of 

CTCF binding site of enhancer, and gray vertical bar highlights the location of other 

genes' promoter used as viewpoints. (B) Results of the T7E1 mismatch detection assay 

for the CRISPR experiment targeting the CTCF binding site of the enhancer connected 

to Batf3. (C) Distribution plot that summarizes the level of mutation in the target site 

from the results of the CRISPR experiment, based on sequencing results from at least 

18 samples or more. (D) Graph showing the expression of Batf3 and surrounding genes 

in DESeq2 normalized count, based on RNA-seq data treated with tofacitinib. The 

statistical significance of differences between measurements was determined by two-

side Wald test by the nbinomWaldTest function in DESeq2. (E) qRT-PCR results were 

obtained with the target CTCF binding site edited in both WT and KO. The statistical 

significance of differences between measurements was determined by a one-sided 

Wilcoxon rank-sum test.  
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IV. DISCUSSION 

Enhancers, activating genes over long genomic distances, are frequently situated close 

to their target genes in the 3D chromatin110. This proximity suggests enhancer looping, 

where enhancers physically interact with promoters, establishing loops that skip 

intervening regions. The organization of interphase chromosomes plays a crucial role in 

governing gene expression and maintaining the genome111. Recent studies on enhancer 

establishment have uncovered that DNA often facilitates cooperativity between TFs, 

even in the absence of direct contact between the TF proteins. For instance, GATA1112 

and TAL1113 play crucial roles as transcription factors in the processes of hematopoiesis 

and erythropoiesis. Moreover, there are TF families in humans, such as AP-1, NF-Y, 

and E2F family, which form protein-level dimers in solution114. Phosphorylation of 

STAT proteins is required for the formation of their respective dimeric forms that bind 

to DNA115. 

Various types of factors are known to establish and regulate the 3D genome structure 

between enhancer complexes and target genes. YY1, a zinc-finger family transcription 

factor, has the capability to either activate or suppress a diverse range of genes. YY1 

engages with active enhancers and elements proximal to promoters, creating dimers that 

enhance the interaction between these DNA elements116. YY1 knockdown resulted in 

decreased intra-chromosomal interactions between the Th2 LCR and the IL4 promoter, 

indicating the involvement of YY1 in this regulatory process117. SATB1 showed 

considerable similarity to the widely expressed factor YY1. Regulatory chromatin loops 

controlled by SATB1 constitute a finer level of genome organization established on a 

higher-order scaffold facilitated by CTCF and other factors118. 

It is well-known that CTCF is important as a TAD boundary. However, recent studies 

suggest that even in the absence of CTCF, there may not be significant changes in the 

overall gene expression pattern of the cell53. In other words, there are arguments 

suggesting that CTCF, especially from the perspective of E-P interactions, does not have 
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a major impact on target gene expression. Depleting conventional genome organizers 

like CTCF or cohesin led to significant deregulation of TADs without causing a 

substantial alteration in gene expression119. In contrast, depleting SATB1 did not result 

in significant changes in higher-order chromatin organization, but a notable shift in the 

transcription profile was observed within the unaffected TADs, specifically in 

promoter-enhancer interactions118. 

Furthermore, even enhancers with strong activity may behave as if they are not 

affected by CTCF insulation120. However, conflicting studies, particularly emphasizing 

the significance of CTCF in the vicinity of promoters, are present85,121,122. These 

differing viewpoints suggest that the mechanisms related to CTCF are not 

straightforward and require further clarification. 

Through experiments involving CTCF depletion in CD4+ T cells, it was confirmed 

that approximately half of the loops exist in the absence of CTCF, represented by 

H3K27ac HiChIP (Figure 5D). In CTCF-independent anchors, STAT5, the master 

regulator of T cells, was identified and proposed to play a role in maintaining enhancer 

loops (Figure 12A), contrary to the previously suggested TF affinity model53. However, 

as reported earlier, CTCF-mediated chromatin looping serves as a crucial prerequisite 

for the formation of phase-separated transcriptional condensates123. From this 

perspective, comprehensive investigation into the approximately half of the loops that 

decrease with CTCF knockout is imperative (Figure 5A). These findings suggest that 

CTCF, beyond its boundary function, may also participate in looping mechanisms that 

impact gene expression. 

Enhancer activity is closely related to target gene expression, and it has been reported 

that the pausing index of genes connected to super-enhancers tends to decrease more 

than those connected to typical enhancers93. In other words, as enhancer activity 

increases, there is a tendency for the release of pol II at the target gene to be more 

effective. Furthermore, super-enhancers are known to have stronger loop strength 



77 

 

compared to typical enhancers124 and are crucial for late-point loop formation125. Our 

experimental results align with previous research findings, indicating that the loops 

mediated by super-enhancers tend to be maintained even in the absence of cohesin, and 

our experiments confirm that CTCF depletion does not impact super-enhancer activity 

(Figure 7B, E), consistent with existing studies that suggest cohesin-independent loops 

have a low CTCF component119. 

Transcription is an intricate process, not a straightforward event, encompassing a 

variety of transcription factors focused on Pol II. Delving into the basics, a 

comprehensive understanding of transcription begins by exploring the pre-initiation 

complex (PIC), a crucial point in eukaryotic transcription regulation. The formation of 

PIC represents a major bottleneck in transcriptional activation and hinges on a group of 

general transcription factors (GTFs) essential for Pol II's initiation of promoter-specific 

transcription126. Chromatin remodeling is essential for both preinitiation complex 

assembly and transcription initiation and elongation127, with predicted factor contacts 

from the stepwise model confirmed through structural studies128. At the extreme end of 

the model spectrum, co-immunoprecipitation studies in yeast and mammals suggest the 

arrival of an RNA Pol II "holoenzyme ", including multiple GTFs, Mediator, and often 

other co-activators, at the promoter as a pre-assembled complex129. A recent hypothesis 

of branched pathways proposes that Pol II and basal transcription factors TFIIF and 

TFIIE preassemble on UAS/enhancer-bound activators, ready for loading into initiation 

complexes, with TFIIH at the core promoter130. Transcription activators kinetically 

enhance factor recruitment, forming a localized cluster of polymerases at the 

UAS/enhancer. Loops are believed to play a crucial role in transferring this PIC complex. 

Even if this hypothesis suggests another plausible mechanism independent of phase 

separation, the significance of the super-loop proposed in this paper remains unchanged. 

This is because, even though the CTCF depletion does not alter the super-enhancer 

repertoire, the super-loop undergoes significant changes. Interestingly, a higher 
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proportion of super-loops was affected by CTCF depletion compared to typical loops. 

(Figure 14E, 16A). Considering the research suggesting that intragenic interaction 

affects target gene elongation131, we anticipated that changes in loop strength due to 

CTCF could sufficiently alter the pausing pattern of target genes, and indeed, we 

observed a corresponding change in the pausing index (Figure 16D). Particularly, these 

results were centered around the crucial STAT5-mediated function, one of the most 

important signaling pathways in CD4+ T cells, highlighting that CTCF deletion can 

impact even immunologically significant genes (Figure 18A-D). These findings 

suggest that the super-loop supervises the impact of enhancer activity on the promoter 

and the control of Pol II pause-release (Figure 22). 

Emphasizing the significance, disruptions in transcriptional regulation within 

lymphocytes can have adverse effects on the development of immune cells, as observed 

in conditions like cancers, immune-deficiencies, and autoimmune disorders132. 

Moreover, the previously recognized 3D genome folding influences immune cell 

activation, differentiation, and dysfunction through the regulation of gene expression133.  

In particular, the widely recognized V (D) J recombination commences with the 

formation of a protein complex involving the recombination activating gene 1 (RAG1) 

and recombination activating gene 2 (RAG2) within recombination centers, where gene 

segments become available to the complex134. The orientation of CTCF binding sites in 

the V region is forward, while reverse-oriented CTCF binding sites surround the 

recombination center. The compacted structure, facilitated by cohesin-mediated loop 

extrusion constrained by convergent CTCF sites, is expected to enhance the interaction 

of D/J recombination signal sequences (RSSs) bound to RAG135. The requirement for 

cohesin–CTCF-dependent loop extrusion in V(D)J recombination is demonstrated by 

the observed elimination of V(D)J recombination in a pro-B cell model upon cohesin 

inactivation136. Besides, research on factors that can contribute to regulating the 

structural functions of CTCF in immune cells is also noteworthy. The essential 
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transcription factor, basic leucine zipper TF activating transcription factor-like (BATF), 

required for the development of Th17 and follicular helper T cell (Tfh) cells, engages 

CTCF in the establishment of chromatin loops at lineage-specifying gene loci137. This 

process contributes to the transcriptional programming of diverse effector T cells. 

As a result, the importance of approaching the responsiveness of target cells to drugs 

from the perspective of the 3D genome has also been emphasized138-140. Immune 

disorders often involve disturbances in gene expression resulting from changes in 3D 

architecture133, which can manifest in several scenarios. The alteration of non-coding 

sequences obstructs the binding of transcription factors or loop extrusion proteins, 

leading to changes in the conformation of the 3D genome and disruptions of 

transcriptional regulation. A case in point is the presence of single nucleotide 

polymorphisms (SNPs) in non-coding regions that interact with tumor necrosis factor 

alpha-induced protein 3 (TNFAIP3), which hinders transcription factor binding and 

disturbs 3D chromatin structure in human CD4+ T cells141. Meanwhile, alterations in 

genes encoding chromatin modifiers can modify their function and disrupt the 

organization of the 3D genome. For instance, SATB1, linked to T-cell development, 

exhibits deficiency-related autoimmune and inflammatory phenotypes. This deficiency 

alters the landscape of super-enhancers, and the impeded promoter–enhancer loops lead 

to the downregulation of genes encoding master regulators, such as Bcl6 and Ets2142. 

Identifying genes enriched for disease-relevant pathways through enhancer-promoter 

interactions with disease-associated SNPs in certain inflammatory skin diseases can 

pave the way for repurposing and developing drugs to target these pathways. In 

particular, there was an enrichment of CTCF binding within differentially methylated 

positions (DMPs) in CD4+ cells obtained from individuals with SSc, possibly arising 

from an abnormal increase in CTCF gene expression143. 

Recently, therapies targeting immune cells have gained attention for the treatment of 

various diseases, with a focus on cancer144. Given that STAT5 plays a crucial role in 
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various malignant characteristics of AML cells, precise targeting of STAT5 holds 

substantial clinical importance145. Increased STAT5 activity levels have been associated 

with an adverse prognosis in myeloid malignancies146 and have shown correlation with 

resistance to tyrosine kinase inhibitors (TKIs)147. The conventional conclusion 

regarding signaling therapy has focused on the aspect of "resistance." Identifying the 

causes of resistance and discovering new drugs or alternative treatment approaches, 

such as chimeric antigen receptor (CAR)-T cells148, that can bypass it, are important 

research tasks. 

However, our results demonstrate that even if STAT5 signaling is functioning 

normally, the responsiveness of CD4+ T cells to JAK inhibitors can vary significantly 

depending on the presence or absence of CTCF. Notably, central to the adaptive immune 

system, CD4+ T cells play a pivotal role, and the activation of T cells constitutes a 

crucial pathogenic pathway in numerous autoimmune disorders. We anticipate that our 

results can serve as crucial evidence spotlighting the necessity of considering 3D 

chromatin when applying chemical substances that affect major signaling pathways in 

CD4+ T cells for therapeutic purposes targeting various diseases, including cancer. 

Nevertheless, there are still issues that need to be addressed in the future. Powerful 

tools based on 3C techniques for uncovering 3D chromatin structure and functions 

exhibit limitations in tracking weak interactions or rapidly changing loops in real-time. 

Additionally, aligning 3D genome data with spatial conformation is an evolving field 

that demands further advancements. To overcome this, integrated research is required, 

focusing on epigenetics and utilizing various technologies such as imaging, 

biochemistry, genetic engineering, biophysics, computational biology, and 

mathematical approaches35. 

In the clinical application, there are still some remaining challenges. For example, 

addressing how to modify chromatin structure or manipulate genetic loci to explore their 

influence on the disease process remains an ongoing issue. Drugs interfering with CTCF 
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binding have been reported149, and alternative approaches using proteins such as dCas9 

that can block loop extrusion are also worth considering150. Developing chemical 

compounds targeting non-protein factors, like Jpx RNA151, which regulates CTCF 

anchor site selection, is anticipated to be a positive therapeutic strategy. 

This study focused on CD4+ T cells and confirmed the orchestration of CTCF and 

associating key factors in immune cells. However, these results are not necessarily 

limited to CD4+ T cells, and it is anticipated that similar conclusions may arise from 

other immune cells, such as NK cells152, or even cells in different tissues such as the 

liver153 or brain154. For instance, considering the variation in CTCF levels during brain 

development, where the highest expression occurs in the embryonic brain and decreases 

from birth to adulthood155, exploring this phenomenon from the perspective of pause-

release mediated by super-loops that regulate master regulators would be a meaningful 

avenue of research. Finally, there is an expectation for engaging in a discussion on the 

presence of additional factors specific to certain tissues or cell types. These factors could 

potentially enhance the overall complexity and direct regulatory capacity of the 3D 

chromatin architecture. 
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Figure 22. Super-loop oversees the influence of enhancer activity to the promoter 

and the regulation of Pol II pause-release 

Super-loops in CD4+ T cells are established through active transcription, utilizing both 

CTCF-independent and CTCF-dependent mechanisms. They facilitate robust chromatin 

interactions between STAT5-bound super-enhancers and immune-related genes, 

leading to increased RNA expression and the release of RNA Pol II pausing. CTCF 

depletion is dispensable for the formation of CTCF-independent super-loops and the 

expression of their target genes (top), while it disrupts the formation of CTCF-

dependent super-loops, reducing the expression of their target genes (middle). The 

chromatin interaction between STAT5-bound super-enhancer and housekeeping genes 

can be hindered by the intervening insulator CTCF. CTCF depletion can rewire STAT5-

bound super-enhancers to unrelated housekeeping genes, resulting in their elevated 

RNA expression and the release of RNA Pol II pausing (bottom).  
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V. CONCLUSION 

Here, I illuminated the role of CTCF in enhancer-promoter interactions in CD4+ T 

cells. In this study, CD4+ T cells with complete CTCF depletion were obtained using 

the CreER system. CTCF is dispensable for compartment organization but essential for 

TAD insulation. Interestingly, high transcription activity was observed not only in 

CTCF-depleted anchors but also in anchors where CTCF was absent. 

To investigate the reasons behind this, the study classified super-loops and typical 

loops based on statistical significance, ranking loop strength. Super-loops showed a high 

correlation with super-enhancers, confirming that the essential master regulator in CD4+ 

cells, STAT5, played a role in maintaining loops in the absence of CTCF. Additionally, 

genes targeted by super-enhancers exhibited higher RNA expression and lower pausing 

index compared to non-targeted genes. 

Although super-enhancers remained largely unchanged in the absence of CTCF, loop 

strength alterations were observed. Approximately half of strong super-loops lost their 

strength in CTCF knockout. Target genes of weakened super-loops still proved to be 

important cell-identity-related genes, and their pause-release patterns were observed to 

be affected. This implies that CTCF plays a pivotal role in ensuring the proper 

interaction between enhancers and target genes. To further understand the impact of 

CTCF on STAT5 target genes, especially those responsive to JAK inhibitors, 

experiments were conducted using CRISPR KO to inhibit STAT5 and CTCF binding. 

The results validated the role of CTCF as an insulator and facilitator in CD4+ T cells. 

As CD4+ T cells play a vital role in adaptive immunity, being the target cells of 

immunotherapy, the study's focus on the 3D genome structure is significant. This 

research is expected to have implications in clinical medical fields, particularly in drug 

therapies targeting the signaling pathways of immune cells.  
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ABSTRACT(IN KOREAN) 

 

 

CD4 T세포에서 STAT5가 매개하는 유전자의 적절한 전사 조절을 

제어하는 CTCF 의존적 크로마틴 3차구조의 역할 

 

<지도교수 김 형 표> 

 

연세대학교 대학원 의학과 

 

이 은 총 

 

 

 

세포가 정상적으로 기능하는 데 있어서 적절한 유전자 발현을 보장하기 

위해서는 프로모터에서 작용하는 단백질뿐만 아니라, 장거리 상호작용을 

통해 유전자 발현에 영향을 주는 인핸서의 역할이 중요하다. CCCTC-

binding factor (CTCF)는 3차원 크로마틴 구조에서 핵심적인 역할을 하는 

단백질로 잘 알려져 있다. 그러나 CTCF가 유전자 발현을 어떻게 

조절하는지에 대한 메커니즘과 그 중요성에 대해서는 여전히 논란이 

존재한다. 여기서 나는 CTCF가 CD4 T 세포에서 인핸서-프로모터 

상호작용을 통해 표적유전자의 전사를 조절하는 능력을 가지고 있다는 

것을 보였다. 특히, CTCF의 감소를 통해 CD4 T 세포의 특성을 대표하는 

전사인자인 STAT5의 기능적 중요성이 조명되었다. STAT5가 관여한 슈퍼 
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인핸서는 CTCF에 독립적으로 인핸서 고리를 견고하게 유지하는 데 

기여한다. 또한, 인핸서 고리 형성이 리보핵산 중합효소의 전사 정지-

해제에 깊게 관여하는 것이 관찰되었다. 그러나 CTCF에 의해 변화한 

인핸서 고리 구조는 세포 정체성을 정의하는 유전자의 발현까지도 영향을 

미칠 수 있다. CTCF는 인핸서 고리의 강도에 영향을 주며, 더 나아가 

표적유전자의 프로모터에서 일어나는 전사과정에서 리보핵산 중합효소의 

전사 정지 기작을 조절하는 중요한 요소가 된다. 정리하면, 본 연구는 

활성화된 CD4 T 세포에서 세포 특이적인 JAK/STAT 신호전달 경로가 

유지되는 방식과, 이러한 상황에서도 CTCF가 인핸서 네트워크를 

재구성하여 세포 정체성 유전자에 미칠 수 있는 영향에 대한 통찰력을 

제공한다. 또한 이 결과는 면역 세포에서 적절한 유전자 발현을 촉진하는 

과정에서 고려해야 하는 CTCF의 복잡한 기능에 대한 종합적인 관점을 

제공하는데 의의가 있다. 

 

 

 

 

 

 

 

 

 

                                                                   

핵심되는 말 : CD4 T 세포, CTCF, STAT5, 리보핵산 중합효소 일시정

지, 3차원 염색질 구조  
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