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ABSTRACT
Background:  Probabilistic graphical modelling (PGM) can be used to predict risk at the individual 
patient level and show multiple outcomes and exposures in a single model.
Objective:  To develop PGM for the prediction of clinical outcome in patients with degenerative 
cervical myelopathy (DCM) after posterior decompression and to use PGM to identify causal 
predictors of the outcome.
Methods: We included data from 59 patients who had undergone cervical posterior decompression 
for DCM. The candidate predictive parameters were age, sex, body mass index, trauma history, 
symptom duration, preoperative and last Japanese Orthopaedic Association (JOA) scores, gait 
impairment, claudication, bladder dysfunction, Nurick grade, American Spinal Injury Association 
(ASIA) grade, smoking, diabetes mellitus, cardiopulmonary disorders, hypertension, stroke, 
Parkinson’s disease, dementia, psychiatric disorders, arthritis, ossification of the posterior 
longitudinal ligament, cord signal change, postoperative kyphosis and the cord compression ratio.
Results:  In regression analyses, preoperative JOA (PreJOA) score, presence of a psychiatric disorder, 
and ASIA grade were identified as significant factors associated with the last JOS score. Dementia, 
sex, PreJOA score and gait impairment were causal factors in the PGM. Sex, dementia and PreJOA 
score were direct causal factors related to the last follow-up JOA (LastJOA) score. Being female, 
having dementia, and having a low PreJOA score were significantly related to having a low 
LastJOA score.
Conclusions:  The causal predictors of surgical outcome for DCM were sex, dementia and PreJOA 
score. Therefore, PGM may be a useful personalized medicine tool for predicting the outcome of 
patients with DCM.

KEY MESSAGES
•	 Sex, dementia and preoperative neurological status are causal factors contributing to the 

postoperative outcome of patients with degenerative cervical myelopathy.
•	 The Bayesian network (BN) structure may be useful for predicting the probability for clinical 

outcomes for each patient who undergoes posterior decompressive surgery.
•	 The BN structure may provide a useful model in the current era of personalized medicine.
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Introduction

Degenerative cervical myelopathy (DCM) is a common 
degenerative spine disorder that can cause spinal cord 
dysfunction [1]. However, whether decompressive sur-
gery should be performed in patients with mild symp-
toms related to DCM remains controversial [2,3]. The 
natural history of DCM shows that the symptoms of 
myelopathy worsen over time without surgical treat-
ment in 20–60% of patients [4,5]. Some studies have 
reported that the surgery can arrest the natural history 
of DCM and disease progression and prevent further 
neurological decline [6,7].

To address the limitations of surgical decompres-
sion, researchers have studied the key factors that pre-
dict the surgical outcome of patients with DCM. The 
independent factors identified as predictors include 
age, Japanese Orthopaedic Association (JOA) score, 
Nurick grade, impaired gait, duration of symptoms, 
diabetes, psychiatric comorbidities, sex, smoking, 
changes in T1-weighted MRI (T1MRI) images, and the 
compression ratio of the spinal cord [1,8–12]. It remains 
unclear which patients will experience meaningful 
improvement after surgical decompression, and as 
such, it is a challenge for spine surgeons to predict 
who is likely to benefit the most from surgical 
decompression.

To identify statistically meaningful predictive factors 
from previous studies, multivariate logistic regression 
analyses have been conducted to strengthen the 
results of univariate analyses [13]. Although predictive 
factors may correlate significantly with other factors, 
logistic regression analyses show only parallel relation-
ships between factors and cannot identify causal inter-
actions [14]. In addition, each outcome of interest 
should be trained using its individual model [15]. It is 
difficult to obtain sufficient data for thorough statisti-
cal analysis, and the treatment guidelines for some 
types of diseases are not universally accepted or may 
change rapidly (e.g. malignant or rare diseases) [15]. 
Surgeons sometimes ask for expert opinion in difficult 
cases. It would be helpful to have a prediction tool to 
overcome obstacles such as incomplete, insufficient or 
missing data, and to identify causal relationships 
between factors. Such a prediction tool may help in 
the treatment of DCM by improving the probability of 
a successful treatment outcome.

Given the limitations of the regression-based 
approach, it may not be suitable for risk prediction for 
individual patients using what-if scenarios and 
effect-to-cause reasoning in the era of precision and 
personalized medicine [16]. Using machine learning 
algorithms, Bayesian networks (BNs) can be used to 

identify casual relationships between variables and 
show predictive inference using probabilistic graphical 
modelling (PGM) [17]. PGM using BNs can be used to 
predict risk at the individual patient level and show 
multiple outcomes and exposures in a single model 
[15]. Several recent articles have described the use of 
BNs in medical prediction models [15,18].

In this study, we applied BNs to facilitate under-
standing of the interactions between surgical outcome 
for DCM and clinical factors associated with the clinical 
outcome after posterior decompressive surgery. We 
hoped to show that PGM using BNs provides a way to 
predict the clinical outcome of DCM after posterior 
decompression and help the spine surgeon make deci-
sions about the surgical treatment of patients 
with DCM.

Methods

Data collection

After receiving approval from our Clinical Research 
Ethics Board (no. 20200330/30-2020-20/043), the med-
ical records of 59 consecutive patients who underwent 
posterior decompressive surgery (laminectomy or lami-
noplasty) at our hospital between 2012 and 2016 were 
reviewed retrospectively. The patients were diagnosed 
with DCM on the basis of their clinical signs and symp-
toms of cervical myelopathy and concordant MRI find-
ings of cervical cord compression with or without 
signal changes because of spondylosis. As posterior 
decompressive surgery alone is contraindicated for 
patients with cervical kyphosis and significant anterior 
cord compression, these patients were excluded. The 
59 patients underwent posterior decompressive sur-
gery with a minimum follow-up of 12  months. No 
patients had demyelinating disease, tumours, previous 
cervical surgery or intradural pathology. The number 
of compressed and decompressed levels in the cervical 
surgery was 3.47  ±  1.16 and 3.51  ±  1.02, respectively. 
The cervical 3–4–5–6 segment was the most frequently 
compressed level (28.8%, 17/59), and the cervical 
4–5–6 or 3–4–5–6 segment was the most frequently 
decompressed level in the posterior decompression 
surgery (22.2%, 13/59).

The following 25 variables were assessed: last 
follow-up JOA (LastJOA) score, sex, age, body mass 
index (BMI), cervical trauma history, smoking, diabetes 
mellitus (DM), hypertension, arthritis, psychiatric disor-
der, stroke, Parkinson’s disease, dementia, cardiopul-
monary disease, ossification of the posterior 
longitudinal ligament (OPLL), claudication, gait distur-
bance, bladder dysfunction, symptom duration before 
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surgery, preoperative JOA (PreJOA) score, American 
Spinal Injury Association (ASIA) grade, Nurick grade, 
cervical cord signal changes in T1MRI images, postop-
erative kyphosis (PostKyphosis) identified in a postop-
erative X-ray, and the cord compression ratio observed 
in the preoperative cervical MRI scan (CR) [7]. The CR 
was calculated by dividing the sagittal diameter by the 
transverse diameter of the spinal cord at the most 
compressed level [7]. A smaller CR value indicated 
greater cervical compression. Twenty-three of the 25 
variables, excluding LastJOA and PostKyphosis, were 
evaluated preoperatively. Thirteen of these variables 
are known as clinical risk factors associated with surgi-
cal outcome in patients with DCM: T1MRI, claudication, 
arthritis, cardiopulmonary disease, psychiatric disorder, 
symptom duration, gait impairment, bladder function, 
PostKyphosis, smoking, age, PreJOA and CR [1,10,11,19].

We conducted statistical analysis to identify factors 
significantly associated with the LastJOA and com-
pared the factors identified in the PGM using BN anal-
ysis of the 25 variables for the 59 patients enrolled in 
the present study.

Statistical analysis

To identify factors associated with the LastJOA, we 
selected meaningful variables using least absolute 
shrinkage and selection operator (LASSO) analysis. We 
then used multivariable logistic regression with back-
ward elimination for the variables with >80% selection 
rates in the LASSO analysis. All statistical analyses were 
performed using IBM SPSS Statistics (version 26; IBM 
Corp., Armonk, NY).

BN analysis

After collecting the clinical data for the 59 enrolled 
patients, we performed data mining using data dis-
cretization, followed by learning the BN structure, and 
then the parameters. We next enhanced the causality 
in the last BN using an order-based algorithm, vali-
dated the final model to determine how well it fit the 
data, and then compared the model with the current 
knowledge and results of the statistical analysis. We 
describe each step in detail in the following sections.

Data mining

The 25 variables had continuous, discrete or ordinal 
values. The continuous or discrete numeric values were 
transformed into z-scores, and the transformed z-values 
were discretized. Discretized values less than −1 

(z  <  −1), between −1 and 1 (–1  ≤  z  ≤  1), and more 
than 1 (z  >  1) were defined as 0, low expression; 1, 
normal expression; and 2, high expression, respectively 
[20]. Age <50, and 50–75, and >75  years were 
expressed as 0, 1 and 2, respectively. For BMI, the val-
ues for less than normal, normal and above normal 
were expressed as 0, 1 and 2, respectively. The normal 
ranges of the variables refer to those published and 
the criteria defined by the U.S. National Institutes of 
Health (nih.gov) [21]. The nominal categorical vari-
ables, such as trauma history, smoking, bladder dys-
function, sex, gait impairment, PostKyphosis, T1MRI, 
OPLL and variables associated with comorbidity, were 
transformed into 0 (representing ‘no’ or female) or 1 
(representing ‘yes’ or male). To learn the BNs, we used 
BN inference with Java Objects (BANJO), which is a 
computational modelling tool based on a data-driven 
method using BN frameworks to obtain a directed 
inference network [20].

Learning the BN structure

An example BN structure is shown in Figure 1. The BN 
structure is represented as a directed acyclic graph 
comprising nodes and intervening arrows. In this struc-
ture, the A variable influences the likelihood of the 
influence of the LastJOA on the B and C variables. The 
conditional independence between nodes shows the 
probability that expression of the B or C variable is not 
influenced by the A variable given in the LastJOA. The 
first-degree Markov blanket (MB) of a variable X in the 
BN (denoted as MB [X]) is defined as the set of vari-
ables that are a direct cause (parents) of X and direct 

Figure 1.  An example of the Bayesian network structure. 
Variable A influences the likelihood of the LastJOA, which 
influences variables B and C. The conditional independence 
between nodes shows the probability that the expression of 
variables B and C is not influenced by variable A given the 
information for the LastJOA. LastJOA: last follow-up Japanese 
Orthopaedic Association score.
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effects (children) of X (X itself is excluded from MB [X]). 
The second-degree MB of X, third-degree MB of X, etc., 
were defined as MB (MB [X]), MB (MB [MB (X)]), etc., 
respectively [20]. In Figure 1, the first-degree MB of B 
variable, MB (B variable), is the LastJOA and C variable, 
and the second-degree of MB of B variable is the 
LastJOA and A and C variables.

We ran 12 independent runs to learn the BNs (three 
independent runs for 3, 6, 12 and 24 h; a total of 135 h) 
using the dataset D1. From the 12 best log-likelihood 
structures reported for each run, we selected the net-
work with the highest log-likelihood (denoted as S1; 
note that S1 includes 25 variables, each of which rep-
resents clinical information). In S1, we identified the 
variables within the second-degree MB of the LastJOA. 
From dataset D1, we created a new dataset using the 
variables within the second-degree MB of the LastJOA 
(denoted as D2).

We again learned BNs using D2 [20]. This second BN 
learning using D2 was performed in the same way as 
the BN using D1. Among the 12 best log-likelihood 
structures reported for each independent run, we 
selected the network with the highest log-likelihood 
(denoted as S2). We then selected the variables within 
the first-degree MB of LastJOA in S2. From dataset D2, 
we created a new dataset with the variables within the 
first-degree MB of the bridging bone formation vari-
ables (denoted as D3). We again learned BNs using D3. 
This third BN learning using D3 was performed the 
same way as that for the BNs using D1 and D2. Among 
the 12 best log-likelihood structures reported for each 
independent run, we finally selected the network with 
the highest log-likelihood (denoted as S3).

Enrichment analysis to identify causal 
relationships

An alternative way of searching through variable 
orders in BNs has been suggested when trying to 
identify the best-fitting BN; for example, if variable A is 
an indirect cause of variable B, then A is said to be of 
a higher order than B. We ran an order search, which 
we denoted as the Order algorithm, by setting the 
maximum number of parents as five without any prior 
knowledge given. Setting >99% probable orders for 
each order, we found >99% probable structures using 
D3 [22]. We then compared the result with the BN (S3) 
learned earlier. We ran three independent runs of the 
Order algorithm (three independent runs at 4, 24 and 
48 h; a total of 76 h). The order with the best 
log-likelihood (denoted as Od) compared a group of 
structures that included one with the best log-likelihood 
score. Finally, we chose the structure with the best 

log-likelihood (denoted as Sod) using a structure code. 
After comparing the log-likelihood score between S3 
and Sod, we chose the final structure (Sf) with the high-
est log-likelihood score. As the Order algorithm sum-
marized all plausible BNs, it provided better information 
to realize a mechanistic understanding underlying the 
interactions between clinical variables in the LastJOA.

Learning Bayesian parameters

From the final highest log-likelihood BNs (the final 
structure, Sf), we learned parameters (conditional proba-
bilities) using D3. We also investigated the relationships 
between variables and the influence of the LastJOA on 
the expression of other variables in the BN structure. 
The BN graphical network interface (GeNIe; BN Graphical 
Network Interface; version 2.2.1, BayesFusion, Pittsburgh, 
PA) was used to learn the parameters.

Validation

We validated the final BN structure by evaluating the 
accuracy of the final BN using the leave-one-out-cross-
validation (LOOCV) method and the area under the 
curve (AUC).

Results

The average age and follow-up duration of the patients 
whose data were included were 65  ±  1.7  years and 
33  ±  13.8  months, respectively, and 30.5% (n  =  18) 
were women. The mean pre- and postoperative JOA 
scores were 9  ±  3.4 and 12  ±  3.2, respectively. The sur-
gical treatment seemed to be effective in these 
patients with DCM. The values for the PreJOA were 
discretized as <6 (z  <  −1), 6–12 (–1  ≤  z  ≤  1) and >12 
(z  >  1), and were defined as 0 (low score), 1 (normal) 
and 2 (high score), respectively. The LastJOA was 
defined as 0 (JOA score <9), 1 (9  ≤  JOA score ≤15) and 
2 (JOA score >15). Before surgery, 36 (68%) patents 
had gait disturbance and 17 (28%) had bladder symp-
toms. ASIA grades D and E were observed in 30 and 6 
patients, respectively. Hypertension and OPLL were 
found in 54% and 52% of all patients, respectively. 
Fewer than one-third of the 59 patients had a comor-
bidity such as DM, psychiatric disease, stroke, arthritis 
cardiopulmonary disease, Parkinson’s disease or 
dementia (Table 1).

The LASSO analysis identified selection rates >80% 
for the PreJOA, ASIA grade and psychiatric disorders as 
97.8%, 88.0% and 83.0%, respectively. Therefore, we 
included these three variables in the multiple linear 
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regression, which showed that all were significantly 
related to the LastJOA (p  <  .0001, .0020 and .0291, 
respectively) (Table 2).

BN analysis

We report the three BN structures (S1, S2 and S3), and 
Sod, and the final structure (Sf) chosen along with the 
results of the validation of Sf.

BN with all variables

Among the 12 BNs, the one with the best log-likelihood 
score showed a significantly better data fit than the 

second-best BN (viz., 
P D S

P D S P D S

1 1

1 1 1
99 999

( )
( ) + ′( )

> . %, 

where S1 and S’ are the first- and second-best BNs, 
respectively, with 25 variables, and D1 is the dataset 
with the same number of variables with 59 patients. In 
the follow-up BN learning comprising the 12 BNs, one 
BN (S1) with 25 variables showed a significantly better 
fit (>99.999%) than the second-best BN. Sex, dementia, 
psychiatric disorders and the PreJOA were the direct 
plausible cause (parents) of the LastJOA, and the ASIA 
grade was the plausible effect of the LastJOA. Gait 
impairment was the direct cause (coparent node for 
the LastJOA) for the ASIA grade (Figure 2(A)). 
Subsequently, 16 variables within the second-degree 
MB of the LastJOA in the first BN (S1) were selected in 
the second BANJO analysis. The second BN (S2) that 
best fit the datasets with 16 variables and 59 patients 
is shown in Figure 2(B). The parent variables of the 
LastJOA in the second BN (S2) were the same as those 
in the first BN (S1) except for psychiatric disease.

In the third BANJO analysis, five variables within the 
first-degree MB of the LastJOA in S2 were selected. The 
12 BNs in the third BANJO analysis had the same 
log-likelihood score (–222.6719) and structure. The 
final BN (S3) obtained after the third BANJO analysis is 
shown in Figure 3(A). In S3, dementia, sex and the 
PreJOA score were plausible direct causes (parents) of 
the LastJOA.

As the Order algorithm summarizes the significantly 
causal BN structures identified, the most likely summa-
rized structure (Figure 3(B)) shows a similar structure as 
that for S3. The Order algorithm yielded the following 
order as the most probable: gait impairment: PreJOA, 
sex, psychiatric disease, ASIA grade and LastJOA. 
However, the likelihood score of Sod was superior to 
that for S3, which suggests that Sod reflected the rela-
tionship and causality between LastJOA and other vari-
ables in the current data better than S3. Therefore, Sod 
was selected as the final BN structure (Sf). In Sf (Figure 
3(B)), sex, dementia and PreJOA nodes were direct par-
ents of the LastJOA node. Although gait impairment 
and ASIA grade correlated with the LastJOA, if the 
PreJOA was conditioned (‘if we knew the PreJOA of the 
selected patient’), the information for gait impairment 
and ASIA grade for the patient did not influence the 
LastJOA. Sex was a direct parent of both dementia and 
the LastJOA nodes simultaneously.

Learning causal BN parameters

The parameters (probabilities) of the final BN (Sf) with 
six variables were learned from a new dataset contain-
ing six variables and 59 patients (denoted as D3) that 
had been extracted from dataset D1 containing the  
25 variables from all of the 59 patients included  

Table 1.  Patient characteristics.
Characteristics Total (N  =  59) Total (N  =  59)

Mean age, years 65  ±  11.7 ASIA grade 
(A/B/C/D/E)

1/1/18/30/9

Female sex 18 (30.5%) Nurick grade 
(1/2/3/4/5)

11/20/9/15/4

Mean follow-up 
duration, 
months

33  ±  13.8 Trauma Hx (yes) 18 (30.5%)

Symptom 
duration, 
months

7  ±  11.0 Smoking (yes) 14 (23.7%)

Preoperative JOA 
score

9  ±  3.4 Diabetes mellitus 
(yes)

19 (32.2%)

LastJOA score 12  ±  3.2 Psychiatric disease 
(yes)

3 (5.1%)

Cord signal 
change in T1 
image of MRI 
(yes)

5 (8.5%) Stroke (yes) 7 (11.9%)

Cord compression 
ratio

0.3  ±  0.11 Arthritis 8 (13.6%)

Postoperative 
kyphosis (yes)

16 (27.1%) Cardiopulmonary 
disease (yes)

10 (16.9%)

Body mass index 
(kg/m2)

23  ±  5.6 Parkinson’s disease 
(yes)

1 (1.7%)

Gait disturbance 
(yes)

36 (61%) Dementia (yes) 4 (6.8%)

Claudication (yes) 9 (15.3%) Hypertension (yes) 32 (54.2%)
Bladder symptom 

(yes)
17 (28.8%) OPLL (yes) 31 (52.5%)

JOA: Japanese Orthopaedic Association; ASIA: American Spinal Injury 
Association; OPLL: ossification of posterior longitudinal ligament.

Table 2.  Multiple linear regression analysis of three factors.
Variable Estimate Std error p Value Adj. R2

PreJOA 0.4963 0.0918 <.0001 0.6876
ASIA .0020
  B vs. A 2.5037 2.6045 .3409
 C  vs. A 7.6602 2.0145 .0004
 D  vs. A 7.1412 2.1319 .0015
 E  vs. A 8.1078 2.3328 .0010
Psychiatric 

disorder
–2.6281 1.1711 .0291

JOA: Japanese Orthopaedic Association; ASIA: American Spinal Injury 
Association.
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(Figure 4(A)). Changing the LastJOA conditioned as 
state 0 to state 2 increased the probabilities of state 2 
in the PreJOA of not having dementia and being male 
(Figure 4(B,C)). Sex and the PreJOA were direct parent 
(causal) variables for the LastJOA. Conditioning the sex 
variable from state 0 (female) to state 1 (male) 
decreased the probability of state 0 and increased the 
probability of state 2 in the LastJOA (Figure 5(A,B)). 
Men with a high PreJOA had a higher probability of a 
high LastJOA than did women with same preoperative 
state (74% vs. 2%, respectively). This suggests that 
men with DCM may have a higher probability of a 
good outcome after posterior decompressive surgery 
than women with DCM. Changing the PreJOA from 
state 0 to 2 increased the probability of state 2 in the 
LastJOA (Figure 5(C,D)). Patients with a high PreJOA 
had a better outcome after the surgical treatment 
compared with those with a low PreJOA. Dementia 

seemed to predict a poor outcome as indicated by the 
LastJOA (Figure 6(A,B)). With dementia conditioned as 
state 1, a change in PreJOA did not influence the 
LastJOA (Figure 6(C,D)). These findings suggest that a 
76% probability of the LastJOA can be expected in 
men with DCM without dementia and a PreJOA >12 
(Figure 7(A)). By contrast, the probability of state 1 or 
2 was estimated as 31% for the LastJOA (Figure 7(B)).

Validation

We used LOOCV to evaluate the prediction accuracy of 
the final BN parameterized by D3. This analysis pro-
duced a value of 72.6% for correct predictions (257/354 
for 6  ×  59 cases). Using only direct causes (parents) of 
the LastJOA in the BN (i.e. 3/6 variables), the predic-
tion accuracy was 81.4% (192/236 correct predictions 
for 4  ×  29 cases). For only the LastJOA, the prediction 

Figure 2. F irst and second Bayesian networks (BNs) relevant to the LastJOA. Panel A shows the first BN with 25 variables. Sex, 
dementia and PreJOA are the parent variables of the LastJOA, and the ASIA grade is only child variable of the LastJOA. Panel B 
shows that the second BN comprises 16 variables that are within the second-degree Markov blanket of the LastJOA variable in 
the first BN. In the second BN, the parent variables of LastJOA are sex, dementia and PreJOA, and the child variable is ASIA grade. 
The Bayesian network inference with Java Objects (BANJO) scores were –850.7081 and –564.9072 for the first and second BNs, 
respectively. ASIA: American Spinal Injury Association; BMI: body mass index; BN: Bayesian network; DM: diabetes mellitus; LastJOA: 
last follow-up Japanese Orthopaedic Association score; PreJOA: preoperative Japanese Orthopaedic Association score; OPLL: ossi-
fication of posterior longitudinal ligament.
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Figure 3.  Bayesian network via Bayesian network inference with Java Objects (BANJO) analysis (A) and Order algorithm and 
structural code (B) with variables relevant to the LastJOA. The connection between variables and the direction of the arrow 
between them are similar in the two structures. The log-likelihood score in the Order algorithm and structure code was superior 
to that in the last BANJO analysis (–214.384 vs. –222.6719). ASIA: American Spinal Injury Association; LastJOA: last follow-up 
Japanese Orthopaedic Association score; PreJOA: preoperative Japanese Orthopaedic Association score.

Figure 4. F inal Bayesian network structure and different conditions for the LastJOA obtained using GeNIe. Panel A shows the 
Bayesian structure learned with the existing dataset using GeNIe. State 0 and 1 in the Gait_disturbance, dementia and sex nodes 
represent the probability of the occurrence of that comorbidity for the first two variables or male. States 0, 1 and 2 in the other 
nodes represent the discretized values of 0, 1 and 2, respectively. Panels B and C show that the change in the states in other 
variables after the LastJOA was conditioned as state 0 or 2. ASIA: American Spinal Injury Association; LastJOA: last follow-up 
Japanese Orthopaedic Association score; PreJOA: preoperative Japanese Orthopaedic Association score.
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accuracy was 93.2% (55/59 correct predictions for 

1  ×  59 cases). The AUCs for predicting state 0, 1 and 2 

for the LastJOA were 0.96, 0.85 and 0.79 in the final 

BN, respectively.

Discussion

The final BN showed that, among the 24 factors used 
in the analysis, sex, dementia, the PreJOA and gait 
impairment were causal factors associated with the 

Figure 5.  Bayesian network structures according to different conditions of sex and PreJOA. The figure shows the change in prob-
ability of the LastJOA in the different conditions according to the probabilities of sex (A, B) and the PreJOA (C, D). ASIA: American 
Spinal Injury Association; LastJOA: last follow-up Japanese Orthopaedic Association score; PreJOA: preoperative Japanese 
Orthopaedic Association score.

Figure 6.  Bayesian network structures according to different conditions for the dementia node formation. Panels A and B show 
the change in probability of the LastJOA in the different conditions for the probability of dementia. Panels C and D show the 
change in probability for the LastJOA for the different conditions according to the probabilities of dementia and conditioned 
dementia, simultaneously. ASIA: American Spinal Injury Association; LastJOA: last follow-up Japanese Orthopaedic Association 
score; PreJOA: preoperative Japanese Orthopaedic Association score.
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LastJOA. ASIA grade was related to the LastJOA and 
was a child node of gait impairment. Although the 
final BN showed that dementia, sex, the PreJOA, ASIA 
grade and gait impairment were more strongly related 
to the LastJOA than the other 19 factors, sex, dementia 
and the PreJOA were direct causal factors for the 
LastJOA. In the multivariate analysis, the PreJOA, ASIA 
grade and psychiatric disorder were significant predic-
tors of the LastJOA. The JOA scores were transformed 
into z-scores and discretized as 0, 1 and 2 according to 
z-values as follows: less than −1 (z  ≤  −1), between −1 
and 1 (–1  ≤  z  ≤  1) and more than 1 (z  ≥  1). The mean 
values and distribution of JOA scores differed between 
the pre- and postoperative periods. Therefore, the JOA 
scores in the two periods were discretized differently.

Having a psychiatric disorder was also a parent 
node of dementia in S2. Including clinical information 
about comorbidity in patients with dementia showed 
that having a psychiatric disorder did not influence the 
LastJOA (Figure 2(B)). Therefore, the comorbidity of 
having a psychiatric disorder was not included as a 
variable in the final BN analysis. The final BN structure 
reflected the statistical relationships between the 
LastJOA and three variables: the PreJOA, ASIA grade, 
and having a psychiatric disorder.

The patients with low PreJOA and LastJOA scores 
and the other patients with high PreJOA and LastJOA 
scores may have had a similar recovery ratio or degree 
of improvement. However, these patients had different 
LastJOA scores. Despite the differences in LastJOA 
scores, the associations between the recovery ratio 
and factors in patients with these two different condi-
tions suggest that these may be considered as the 
same condition in the Bayesian analysis. Therefore, we 
evaluated the associations between the LastJOA score 
and other factors in the BNs.

Having a psychiatric comorbidity, sex, PreJOA, ASIA 
grade and gait impairment are significant factors 

related to surgical outcome [10–12]. Depression and 
bipolar disorder are significantly associated with the 
clinical outcome assessed by the JOA score [11]. 
Although no study has reported statistical associa-
tions between dementia and surgical outcomes of 
patients with DCM, having dementia may influence 
cervical stenosis [23]. As only four of the 59 patients 
had dementia in the present study, dementia seemed 
not to be a significant variable in the statistical analy-
sis. The first and second BN structures considered 25 
and 16 variables simultaneously, respectively, and 
showed that dementia was a direct parent node and 
having a psychiatric disorder was a parent node only 
of the LastJOA. In the present study, the final BN 
structure showed that the LastJOA was significantly 
related to three direct causal factors: sex, having 
dementia and the PreJOA (Figures 4–7). Sex was a 
meaningful factor related to the outcome in the pres-
ent study. Another study reported that gender was a 
significant predictor of higher spinal cord dynamics 
and differences in DCM [24]. The higher spinal cord 
dynamics in men may be a contributor to the out-
come of DCM in the present study. As a predictive 
model, BNs may provide personalized prediction by 
predicting the probability of the target outcome 
according to the change in each factor for each 
patient.

Although the amount of clinical data available is 
increasing and becoming more complex, data to 
explain differences in phenotype are incomplete in the 
medical field, and there will always be uncertainty 
when analysing data. It is difficult to use only logistic 
regression analysis to describe correlations because of 
the inability to identify causal relationships between 
predictors. Therefore, BN analysis, which is graphic and 
intuitive to the clinician, may help identify layered and 
causal correlations between predictors more clearly 
than a graphical model [13,20]. The BN structure, 

Figure 7.  Bayesian network structures under different conditions of sex, dementia and PreJOA, simultaneously. The figure shows 
the best (A) and worst (B) combinations of parent nodes for the LastJOA node in the Bayesian network structures. ASIA: American 
Spinal Injury Association; LastJOA: last follow-up Japanese Orthopaedic Association score; PreJOA: preoperative Japanese 
Orthopaedic Association score.
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which can show the entire network between variables, 
may be helpful for identifying the organic relation-
ships with a target variable, the important factors to 
focus on, and the best ways to improve the clinical 
outcome. BNs and their associated methods are espe-
cially suited for reasoning with uncertainty [25]. Our 
model allows one to understand intuitively the causal 
correlations between the factors in the final BN (Sf) of 
the present study.

Although the present study showed an advantage 
of BN over conventional analysis, several limitations 
should be noted. First, we attempted to identify 24 
factors that were as closely related to the LastJOA as 
possible. However, only 59 patients had no missing 
data, and the number of patients with a full dataset 
was too small to create a complete predictive model. 
Our hospital is a public hospital visited by many 
patients under Medicaid support. Therefore, among 
the patients with DCM visiting our hospital, not a few 
patients with severe DCM visit our emergency room 
after minor trauma, such as falling out of bed or down 
the stairs. The present study included patients with 
DCM after minor trauma. Although none of the 
patients had spinal instability for fusion surgery after 
minor trauma, the heterogeneity of the patients 
enrolled in the present study may be a source of bias. 
We are planning a future study using multicentre clin-
ical data, including MRI findings, PostJOA scores, and 
laboratory and other findings.

The second limitation of our study is that we used 
the ASIA grade as a factor related to outcome. The 
ASIA grade should be used for patients with traumatic 
spinal cord injury, and the JOA score for those with 
DCM without traumatic spinal cord injury. It may not 
be adequate to evaluate the status of patients with 
DCM using a simple classifier such as the ASIA grade. 
We used the ASIA grade to determine whether a sim-
ple classifier would be meaningful in our outcome 
predication model. In the present study, although the 
ASIA grade may have been statistically related to gait 
disturbance or the PreJOA score, it may not have been 
a meaningful factor in the outcome prediction model. 
Third, although the mean follow-up time was 
33  months, the LastJOA was obtained at a different 
time. In a future study, increasing the number of 
enrolled patients will allow us to apply the BN model 
for each year of follow-up.

The fourth limitation is that a previous study 
reported that impairment related to DCM increases in 
patients with T2WI hyperintensity and T1WI hypointen-
sity [26]. The imaging status such as severity of the T1 
and T2 signal changes in the cervical cord on MRI was 
not considered in the present study. Adding this 

imaging variable analysed by convolutional neural net-
works may help improve the BN model’s predictive 
ability. Finally, clinicians cannot easily use the graphi-
cal models in the real field, so there is a need for 
future studies to make graphical models that clinicians 
can use easily in their clinical field.

The predictive model used in the present study 
may be controversial from the viewpoint of confi-
dence. However, other statistical analyses and predic-
tive models with same number of patients and factors 
have not provided greater accuracy or better intuitive 
results than the final BN. By using information such as 
sex, dementia and the PreJOA, the final BN may be 
helpful for anticipating the probability of the LastJOA 
after posterior decompressive surgery for each patient 
with DCM. Therefore, the prediction of poor status 
according to the LastJOA score after surgery using the 
final BN may be helpful for explaining this possibility 
to patients and their family, and for planning more 
aggressive postoperative care in terms of rehabilitation 
after surgery.

Conclusions

Sex, dementia and PreJOA appear to be causal factors 
for the LastJOA after posterior decompressive surgery 
for patients with DCM. Although additional informa-
tion is needed to improve both the learning of the BN 
structure and the rate of prediction, the BN structure 
may be useful for predicting the probabilities for clini-
cal outcomes for each patient who undergoes poste-
rior decompressive surgery. Thus, the BN structure may 
provide a useful model in the current era of personal-
ized medicine.
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