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ABSTRACT

Delirium Prediction Models in Intensive Care Unit Patients

Using Nursing Data

Kim, Mihui
Dept. of Nursing
The Graduate School

Yonsei University

Introduction: Delirium frequently occurs among patients in intensive care units (ICU),
leading to prolonged ICU stays, increased mortality, and higher healthcare costs. Nursing
data include information related to nurses’ observations and clinical judgments about
patients’ conditions; these data can be valuable indicators for predicting clinical
deterioration in patients with rapidly changing clinical status. This study aimed to develop
and validate machine learning-based delirium prediction models for ICU patients using
nursing data that reflects time variation in electronic medical records (EMR).

Methods: This retrospective cohort study was performed using the Medical Information
Mart for Intensive Care (MIMIC) database and the EMR from a single tertiary hospital in

Seoul, South Korea. The cohorts included patients aged 18 years or older with a delirium

vii



screening tool record admitted to the ICU for at least 24 hours. Patients who received
hospice or palliative care were excluded from the study. EMR data included in the model
predictors were extracted as forms of predisposing and precipitating factors, nursing
assessments, and the frequency and intervention patterns of nursing documentation.
Patient data were extracted for 24 hours before the occurrence of delirium based on the
sliding window method. As a class imbalance, this study used combination sampling to
obtain a balanced dataset and trained with five repetitions of stratified 10-fold cross-
validation. Logistic regression, support vector machine, random forest, and neural
network were used.

Results: The development and external validation cohorts included 9491 and 2629
admissions, among whom, delirium occurred in 17.0% and 8.4% of cases, respectively.
The mean duration of delirium onset was 2.6 days in the development cohort. The best
model performance of the Model | (40 predictors) was observed in the random forest
method; and the area under receiver operating characteristics (AUROCs) and 95%
confidence intervals (Cls) of the internal and external validation cohorts were 0.975
[0.967, 0.982] and 0.770 [0.733, 0.808], respectively. The Model Il (31 predictors) used
candidate predictors, excluding the Glasgow Coma Scale (GCS) and Richmond
Agitation-Sedation Scale (RASS) among Model | predictors, and the random forest
model exhibited the best performance (AUROC and 95% CI: 0.951 [0.940, 0.962]).

Among the important predictors of the developed models, GCS, RASS, pain, and nursing
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documentation frequency were ranked higher than the precipitating and predisposing
factors.

Conclusion: This study used nursing data that reflected time variation to develop and
validate machine learning-based delirium prediction models for ICU patients. Nursing
data, including nurses’ judgments, were important data resources in the delirium
prediction models. The developed models were validated internally and externally with
acceptable performance in two hospitals’ EMR environments. The models developed in
the current study may be used as fundamental resources for developing the clinical

decision support algorithms in EMR for predicting delirium in ICUs.

Key words: delirium, electronic medical records, intensive care units, nursing assessment,

nursing records, machine learning, prediction model



I. INTRODUCTION

1.1. Background

The intensive care unit (ICU) is where the physiological status of critically ill
patients hospitalized with severe diseases or rapidly changing conditions are continuously
supervised using monitoring devices (Awad et al., 2017). Over the past 20 years, with
advances in healthcare technology and strategies to reduce the prevalence of
complications, ICU care has increased patients” survival rates and decreased the duration
of hospitalization (Vincent et al., 2018; Chiarici et al., 2019). Recently, ICU care has
focused on fostering recovery with fast, safe, and effective therapy (Chiarici et al., 2019)
which are priorities for ICU patient management (Connolly et al., 2015).

Delirium is a neurocognitive disorder that frequently occurs among ICU patients,
characterized by inappropriate behaviors and acute and fluctuating changes in thinking,
cognition, and sensation (Collet et al., 2018). It occurs in up to 55% of critically ill
patients (Rood et al., 2018). Delirium can be categorized into hyperactive, hypoactive,
and mixed according to its motoric presentation (Krewulak et al., 2018). Those with
delirium have affected clinical outcomes, leading to prolonged ICU and hospital stays,
increased mortality (Hshieh et al., 2015; Krewulak et al., 2020), higher healthcare costs,

and additional workload for healthcare providers (Witlox et al., 2010; Hshieh et al., 2015).



Delirium screening is periodically performed in ICUs for the early detection and
clinical intervention of delirious patients (Barr et al., 2013; Hshieh et al., 2015; Rood et
al., 2018). Delirium screening is conducted using tools such as the Confusion Assessment
Method for the Intensive Care Unit (CAM-ICU) (Ely et al., 2001) or the Intensive Care
Delirium Screening Checklist (ICDSC) (Bergeron et al., 2001). However, implementing
delirium screening and providing clinical interventions to prevent delirium among all
patients requires substantial resources and staffing (Wassenaar et al., 2018). In addition,
healthcare providers who are not specially trained in delirium screening methods reduce
the sensitivity of screening (Aldecoa et al., 2017). Therefore, providing early clinical
intervention through timely and accurate delirium prediction without additional
assessments may help to improve resource management in the ICU and patient outcomes.

Nurses are often the first healthcare providers to recognize a patient’s deterioration
through their surveillance and monitoring activities in clinical practice (Douw et al.,
2015). Nursing data in the electronic medical record (EMR) represent nursing activities to

deliver holistic patient-centered care (Lewis et al., 2017) and consists of information

related to nurses’ observations and clinical judgments of patients’ conditions (Odell et al.,
2009; Cho et al., 2019; Kang et al., 2020). In EMR, nursing assessments combined with
physiological data may facilitate the early detection of patient deterioration (Capan et al.,
2017). An increase in nursing documentation frequency in the EMR may be evidence of
nurses’ concern about a patient’s deterioration (Collins & Vawdrey, 2012; Collins et al.,

2013). The optional documentation features of nursing data may reflect a nurse’s concern



about a patient’s risk of deterioration (Collins et al., 2013; Kang et al., 2020). Therefore,
nursing data, including physiological data, nursing assessments, and patterns of both, may
be valuable indicators to predict patients’ deterioration with time variation (Rossetti et al.,
2019).

Delirium prediction models have been developed based on patients’ medical history,
physiological data, and laboratory test results (van den Boogaard et al., 2012; Wassenaar
et al., 2015; Hur et al., 2021). By extracting clinical features within the first 4 to 24 hours
of ICU admission, these models are used to predict delirium during the first 24 hours or
the entire ICU stay. They were useful models for predicting the first-time occurrence of
delirium during ICU stay (Marra et al., 2018). However, these models have limited
capacity to capture time-varying daily risk factors and changes in dynamic status among
ICU patients and do not consider nursing data such as nursing assessments and nursing
documentation patterns that reflect time variation. Nursing documentation patterns were
associated with patient deterioration and consisted of documentation frequency and
intervention found in nursing flowsheets and medication administration records (Schnock
et al., 2021). The Healthcare Process Modeling Framework to Phenotype Clinician
Behaviors for Exploiting the Signal Gain of Clinical Expertise (HPM-ExpertSignals),
proposed by Rossetti et al. (2021), is a framework for capturing important features in the
EMR and uses data patterns to predict associated outcomes. This framework reflects
clinical decision-making processes and clinical concerns about a patient’s

condition (Rossetti et al., 2019; Rossetti et al., 2021).



Based on the HPM-ExpertSignals framework, this study used nursing data, including
observations and clinical judgments, to develop and validate delirium prediction models
for ICU patients that reflect time variability in a patient’s conditions. The results may be
used to identify patients at risk of delirium without the need for additional delirium
screening. Using the developed delirium prediction models in clinical practice may
ultimately improve patient outcomes and reduce nurses’ workloads. In addition, the
results of this study may emphasize the importance of nursing data that reflect nurses’

observations and clinical judgments about patients’ deterioration in clinical practice.

1.2. Purpose

The purpose of this study was to develop and validate machine learning-based
delirium prediction models for ICU patients using nursing data in EMRs. The specific
aims of this study are as follows:

First, to develop delirium risk prediction models that reflect time variation using
nursing data in ICU patients;

Second, to validate the developed prediction models’ performance in an internal
validation cohort;

Third, to identify important variables and assess the reliability of the developed

prediction models;



Fourth, to identify the most optimal models by comparing the developed prediction
models; and

Fifth, to validate the optimal models’ performance in an external validation cohort.

1.3. Definitions

1.3.1. Nursing data

1) Theoretical definition: Nursing data include nurses’ observations of patients’
clinical conditions and nurses’ clinical judgments based on their interpretation of patients’
subjective and objective signs and symptoms (Odell et al., 2009; Cho et al., 2019; Kang
et al., 2020). These data contain information about the complexity, context, and richness

of patients’ nursing care (Dykes et al., 2009; De Georgia et al., 2015).

2) Operational definition: In the current study, nursing data recorded by nurses were
defined as information about nurses’ observations and clinical judgments, specifically

including nursing assessments and nursing documentation patterns.



1.3.2. Delirium

1) Theoretical definition: Delirium is an acute confusion state related to a
disturbance in attention and awareness that occurs concurrently with severe

illness (American Psychiatric Association, 2013).

2) Operational definition: Delirium was defined as at least one positive assessment
using CAM-ICU or ICDSC, or administration of haloperidol or lorazepam (van den
Boogaard et al., 2012; Wassenaar et al., 2015) during ICU stay from 24 hours after ICU
admission. If more than one delirium event occurred during an ICU stay, the first

delirium event was defined as the primary outcome time.



Il. LITERATURE REVIEW

This literature review was performed to explore delirium risk factors, delirium
prediction models for critically ill patients, and predictors used in these models. In
addition, the prediction models using nursing data as predictors were identified, and the

types of nursing data were investigated.

2.1. Delirium risk factors in the intensive care unit

Delirium is caused by complex interactions between predisposing factors related to a
patient’s vulnerability at admission and precipitating factors associated with 1CU
admission (Inouye & Charpentier, 1996). Precipitating factors are caused by the
environmental changes during hospitalization and are potentially modifiable (Green et al.,
2019). Therefore, identifying modifiable factors among the precipitating factors
associated with ICU admission and establishing related intervention strategies may be a
way to minimize the occurrence of delirium.

A systematic review by Zaal et al. (2015) analyzed 33 studies investigating the risk
factors for delirium in adult patients admitted to ICUs and derived a total of 11 risk
factors (Zaal et al., 2015). It reported that the predisposing factors for delirium were age,
history of dementia, delirium, and hypertension; and the precipitating factors for delirium

were polytrauma, emergency surgery before ICU admission, Acute Physiology and



Chronic Health Evaluation-11 (APACHE-II) score, sedation-induced coma, mechanical
ventilation, and metabolic acidosis. Notably, among the precipitating factors, sedation-
induced coma and mechanical ventilation were modifiable factors that may influence
delirium occurrence. The use of dexmedetomidine in the ICU was a factor that reduced
the risk of delirium.

In the clinical practice guidelines for pain, agitation, and delirium among adult
patients in the ICU, risk factors for increasing delirium were classified as ‘strong’,
‘moderate’, or ‘inconclusive’ according to the quality of evidence (Devlin et al., 2018).
Strong evidence of delirium risk factors were advancing age, dementia, altered cognitive
function, emergency surgery, trauma, increased APACHE and American Society of
Anesthesiologists (ASA) scores, use of benzodiazepines, and blood transfusions.
Moderate evidence of delirium risk factors were history of hypertension, hospitalization
for neurological disease, and use of antipsychotics. In contrast, nicotine use, smoking,
ventilator use, history of respiratory disease, admission to an internal medicine ward,
dialysis, and Glasgow Coma Scale (GCS) were not related to the occurrence of delirium.
The use of benzodiazepines and blood transfusion were qualified as a form of strong
evidence and modifiable factors. It is crucial to minimize these factors to reduce the risk
of delirium occurrence. A systematic review reported that age and APACHE-II score
were associated with delirium subtypes, delirium duration, length of hospital stays, and

mortality (Krewulak et al., 2020).



Delirium in ICU patients is caused by the interactions between predisposing and
precipitating factors, and the detailed factors are diverse. In summary, the reported
predisposing factors for delirium are related to a patient’s age, cognition (dementia,
cognitive decline), history of hypertension and delirium, and ASA score. The reported
precipitating factors for delirium are APACHE-II score, sedation-induced coma,
emergency surgery or emergency admission, neurological disease, metabolic acidosis,
polytrauma, mechanical ventilation, sedatives use, blood transfusion, multiple organ
failure, infection, and blood urea nitrogen (BUN) elevation. It is necessary to understand

these risk factors to predict delirium accurately.

2.2. Delirium prediction models in the intensive care unit

Delirium prediction models are developed for predicting patients at risk of delirium
based on risk factors (Green et al., 2019). These models enable healthcare providers to
actively monitor the high-risk patients for delirium, strengthen delirium prevention efforts
(pharmacological and non-pharmacological interventions), and detect and diagnose
delirium early (Halladay et al., 2018). A systematic review of 21 studies investigating
delirium prediction models for ICU patients (Chen et al., 2020) reported that all studies
used CAM-ICU or ICDSC for delirium screening and that candidate predictors were

diverse. For model development, among the machine learning methods, 14 studies used



logistic regression. The area under the receiver operating characteristic (AUROC) of the
developed models in the literature was between 0.73 and 0.91.

A literature review was performed in the current study to identify the delirium
prediction models and the predictors used in model development. This review included
studies that developed delirium prediction models for adult patients admitted to the ICUs
and reported the developed models’ predictive performance. The review excluded
validation-only studies and those conducted only in limited ICUs or patients with specific
diseases. The literature review included a previous systematic review (Chen et al., 2020)
and identified new studies via seven electronic databases, including PubMed, CINAHL,
Cochrane CENTRAL, EMBASE, IEEE Xplore Library, Web of Science, and Scopus.
Search terms were (patient* AND (“intensive care unit*” OR “intensive care” OR
“critical care”)) AND (“prediction model*” OR “machine learning” OR (sensitivity AND
specificity) OR “ROC curve”)) AND (delirium OR “ICU psychosis” OR “ICU
syndrome). Finally, eight studies met the eligibility criteria and were included in the
review. Table 1 summarizes the outcome of the literature review on the delirium
prediction models for ICU patients. The following elements of the selected studies were
extracted: author, year of publication, model name, the timing of predictor measurement,
follow-up duration, delirium measurement, predictors used in model development,

machine learning method, and AUROC of developed models.
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Table 1 Delirium prediction models for intensive care unit patients

Author (year)/ T'm(;f‘g of Follow-up Delirium Predictors used in II\/Iach_me AUROC
Model name predictor duration  measurement model development earning [95% CI]
measurement method
van den Within 24 During CAM-ICU - Predisposing factors: age Logistic - Development set:;
Boogaard et al. hours of ICU  ICU stay or treated - Disease-related factors: regression 0.87 [0.85, 0.89]
(2012)/ admission from 24 with APACHE-II score, admission (scoring - Internal validation:
PRE- hours after haloperidol category, urgent admission, formula) 0.84[0.82, 0.87]
DELIRIC ICU infection
model admission -Precipitating factors: coma, use
of sedatives and morphine,
metabolic acidosis, BUN
Chen et al. Within 24 During CAM-ICU - Predisposing factors: age, Logistic - Internal validation:
(2017) hours after ICU stay history of hypertension, regression 0.78 [0.72, 0.83]
ICU from 24 delirium, and dementia (scoring
admission hours after - Disease-related factors: formula)
ICU APACHE-II score, coma,
admission emergency operation, multiple
traumas
-Precipitating factors:
mechanical ventilation, use of
dexmedetomidine
hydrochloride, metabolic
acidosis
Ohetal. Within 24 During DSM-Vand - Disease-related factors: heart Support —2
(2018) hours after ICU stay CAM-ICU rate variability vector
ICU machine
admission
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Table 1 Delirium risk prediction models for intensive care unit patients (continued)

Author (year)/ Tlm(;r)g of Follow-up Delirium Predictors used in II\/Iach_lne AUROC
Model name predictor duration ~ measurement model development earning [95% ClI]
measurement method
Cherak et al. Within 24 During Intensive - Predisposing factors: age, sex,  Logistic - Entire cohort set:
(2020) hours after ICU stay Care pre-existing neuropsychiatric regression 0.76 [0.75, 0.77]
ICU Delirium disorder
admission Screening - Disease-related factors:
Checklist APACHE Il score, Sequential
(ICDSC) Organ Failure Assessment
score, Charlson Comorbidity
Index, continuous renal
replacement therapy
-Precipitating factors: vasoactive
medication use, invasive
mechanical ventilation
-Nursing data: Glasgow Coma
Scale
Wassenaar et At the time During CAM-ICU - Predisposing factors: age, Logistic - Development set:
al. (2015)/ of ICU ICU stay or treat with history of cognitive regression 0.76 [0.73, 0.77]
E-PRE- admission other anti- impairment, history of alcohol (scoring - Internal validation:
DELIRIC psychotics abuse formula) 0.7510.71, 0.79]
model - Disease-related factors:

admission category, urgent
admission, respiratory failure

-Precipitating factors:

corticosteroids use, BUN

Nursing data: mean arterial

blood pressure at the time of
ICU admission
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Table 1 Delirium prediction models for intensive care unit patients (continued)

Timing of Machine

Author (year)/ redictor Follow-up Delirium Predictors used in learnin AUROC
Model name P duration  measurement model development g [95% CI]
measurement method
Hur et al. Within four ~ Within CAM-ICU - Predisposing factors: age, sex Random - Internal validation:
(2021)/PRIDE  hours after four to 24 - Disease-related factors: forest ® 0.92[0.91, 0.92)
ICU hours after admission category, reason for - External
admission ICU ICU admission, Charlson validation:
admission Comorbidity Index 0.720.71, 0.72]
-Precipitating factors: invasive
mechanical ventilation,
medications, laboratory test
‘Nursing data: vital signs,
Glasgow Coma Scale (eye,
verbal, and motor)
Fan et al. Time- During CAM-ICU + Predisposing factors: chronic Logistic + Internal validation:
(2019)/ varying ICU stay diseases history, hearing regression 0.90 [0.86, 0.94]
DYNAMIC- deficits (scoring
ICU - Disease-related factors: formula)

infection, APACHE Il score
-Precipitating factors: sedatives
and analgesics use, indwelling
catheter use, sleep disturbance
(environmental element)
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Table 1 Delirium prediction models for intensive care unit patients (continued)

Author (year)/ T'm".]g of Follow-up Delirium Predictors used in Mach_lne AUROC
predictor - learning
Model name duration  measurement model development [95% CI]
measurement method
Moon et al. During ICU  During CAM-ICU * Predisposing factors: age, Logistic + Internal validation:
(2018)/Auto-  stay (first, ICU stay education regression 0.90
DelRAS last, and - Disease-related factors: (scoring - External
maximum) infection formula) validation: 0.72
- Precipitating factors: surgery, - Post-
medical ICU admission, BUN, implementation
number of catheters, restraint 1-year: 0.85—0.88
use, psychopharmacology drug
use

+ Nursing data: level of
consciousness, pulse rate,
activity level
Note. APACHE-II = Acute Physiology and Chronic Health Evaluation-11; AUROC = area under the receiver operating characteristic;

BUN = blood urea nitrogen, CAM-ICU = Confusion Assessment Method for the intensive care unit; Cl = confidence interval; DSM-V

= Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition; ICU = intensive care unit.

3 Best-balanced accuracy: 74.83%. ® Best machine learning technique among developed models.
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The predictors used in model development were analyzed and classified into
predisposing factors, precipitating factors, disease-related factors, and nursing data. Out
of the eight selected studies, three had retrospective designs (Moon et al., 2018; Cherak et
al., 2020; Hur et al., 2021), and the remaining five had prospective designs. The studies
were classified into three categories according to the timing of the predictor measurement
used in model development; data obtained during the first 24 hours of ICU
admission (van den Boogaard et al., 2012; Chen et al., 2017; Oh et al., 2018; Cherak et al.,
2020); data obtained during the first four hours of ICU admission (Wassenaar et al., 2015;
Hur et al., 2021); and daily time-varying data (Moon et al., 2018; Fan et al., 2019).

The DYNAMIC-ICU model (Fan et al., 2019) was developed by accumulating
information from the point of ICU admission until the point of ICU discharge, to reflect
the time-varying health status of ICU patients compared to other static models. This
model obtained data on predisposing factors at admission, disease-related factors at the
time of enrollment in the study, and precipitating and environmental factors on a daily
basis during the ICU stay. Additionally, the data of time variation variables used the most
abnormal values as the potential risk factors. The model emphasized delirium prediction
rules by using cumulative data to represent the patients” dynamic conditions and stratified
risk of delirium into low-, moderate-, and high-risk.

The Auto-DelRAS model was an automatic delirium risk scoring algorithm with
potential predictors (Moon et al., 2018). The predicted delirium score was calculated by

including data about age, education level, level of consciousness, pulse rate, activity level,
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admission to a medical department, BUN level, presence/absence of infection, total
number of catheters, use of physical restraints, and use of psychopharmacological drugs.
The scores, including five default variables, were categorized into a high-, moderate-, and
low-risk group. The Auto-DelRAS model was applied to clinical practice for 1 year and
its predictive validity was evaluated using the first, last, and maximum values; the first
values were extracted at ICU admission, and the last and maximum values were extracted
before delirium onset or discharge. The results of the Auto-DelRAS models’ performance
were similar regardless of the extraction time points of the predictors.

All studies included in the literature review defined delirium using the CAM-ICU or
ICDSC. In addition to the delirium screening tools, two studies defined delirium by the
administration of antipsychotic medications (van den Boogaard et al., 2012; Wassenaar et
al., 2015), and one defined delirium using the Diagnostic and Statistical Manual of
Mental Disorders, Fifth Edition (DSM-V) diagnosis (Oh et al., 2018).

The predictors used in the model developments varied between the included studies.
Predisposing, precipitating, and disease-related factors were mainly used for model
development. Four studies additionally used nursing data, such as GCS scores, activity
level, and vital signs (Wassenaar et al., 2015; Moon et al., 2018; Cherak et al., 2020; Hur
et al., 2021). Five models created a formula using the score assigned to each predictor
based on the odds ratio values from the logistic regression (van den Boogaard et al., 2012;

Wassenaar et al., 2015; Chen et al., 2017; Moon et al., 2018; Fan et al., 2019). The
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models” AUROCs were 0.70 or higher, regardless of the time of delirium onset or
predictors.

In summary, delirium prediction models were developed using predictors based on
previously identified risk factors for delirium. Most were static models that did not reflect
time variation. Some studies used additional predictors such as GCS scores, activity
levels, and vital signs, whereas nursing documentation patterns were not used as potential
predictors. As such, the use of nursing data for the development of delirium prediction
models is limited, despite its clinical importance. The condition of patients in the ICUs
can change rapidly (Awad et al., 2017), and physiological indicators alone have limited
capacity to predict clinical prognosis. Therefore, developing delirium prediction models
using nursing data that reflect nurses’ clinical judgments and time variation is necessary

to accurately predict delirium.

2.3. Prediction models using nursing data

Through continuous monitoring and direct contact with patients, nurses are often the
first healthcare providers in the ICU to recognize patient deterioration (Douw et al., 2015).
Therefore, nursing data represent patients’ conditions, including nursing assessment
records on objective and subjective patient conditions and documentation patterns on
nurses’ clinical judgments through the nursing process. Nursing assessments are recorded

regularly during hospitalization, so patients’ deterioration can be detected early through
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the nursing records (Capan et al., 2017; Lewis et al., 2017). Using nursing flowsheets or
records of medication administration, a previous study identified nursing documentation
patterns associated with ICU patients’ deterioration and classified nursing documentation
patterns by frequency or intervention (Rossetti et al., 2021; Schnock et al., 2021). They
reported that the frequency patterns indicated an increase in the documentation frequency
of a single vital sign, a complete set of vital signs, and comments. Intervention patterns
included the Pro re nata (PRN) medication administration and the withholding scheduled
medications.

A systematic review including 170 studies investigated signs and symptoms with the
potential to trigger nurses’ concern about patients’ clinical conditions. One-hundred and
seventy symptoms and signs were extracted and classified into the following ten general
indicators: changes in breathing; circulation; and mentation, temperature (rigors),
agitation, pain; lack of progress, patient (indicates) not feeling well, subjective nurse
observation, and subject knowledge (Douw et al., 2015). Six of the ten indicators can be
identified through nursing assessment records in EMRs. Four indicators may or may not
be present in EMRs, such as documentation patterns, and can be determined indirectly.
Nurses increase the frequency of their surveillance activities due to concerns about
patients (Schnock et al., 2021). Therefore, identifying documentation patterns in nursing
records may be an important signal which predicts worsening patient
deterioration (Romero-Brufau et al., 2019; Rossetti et al., 2021).

Douw et al. (2015) conducted a retrospective cohort study to compare model
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performance using the vital sign-based Early Warning Score (EWS) and nurses’ concern
indicators (Douw et al., 2016). They reported that when the EWS and nurses’ concern
indicators were added as predictors, the AUROC for unplanned ICU admissions or
unexpected mortality was higher (0.91) than EWS alone (0.86). This finding is in line
with the European Resuscitation Council Guidelines 2021, which stated that hospitals
should authorize healthcare providers to seek help based on their concerns and patients’
vital signs (Soar et al., 2021).

A study used the Medical Information Mart for Intensive Care (MIMIC)-111 database
to develop machine learning-based prediction models using nursing notes and clinician
notes to predict the length of stay and mortality (Huang et al., 2021). The models
achieved AUROCs of 0.826 (nursing notes) and 0.796 (clinician notes), indicating that
nursing notes showed greater predictive power than clinician notes. Nursing records
contain clinically rich features that can be used to predict patients’ outcomes. MIMIC
databases containing information for ICU patients have been used to predict ICU
readmission (Desautels et al., 2017; Rojas et al., 2018) and sepsis (Han et al., 2018;
Garcia-Gallo et al., 2020) using machine learning techniques, and compare treatment
effects and clinical outcomes (Song et al., 2019; Baker et al., 2020).

The current study performed a literature review to identify the machine learning-
based prediction models using nursing data, and the delirium prediction models presented
in Table 1 were excluded (Table 2). Studies that used only nursing notes or validation-

only studies were excluded. Through the literature selection process, 11 studies were
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included in this current review (Rothman et al., 2013; Zadravecz et al., 2015; Capan et al.,
2017; Horng et al., 2017; Wellner et al., 2017; Beauchet et al., 2018; Rojas et al., 2018;
Fu et al., 2021; Heyming et al., 2021; Song et al., 2021; Xu et al., 2022). The predictive
purposes varied between studies and included the following: unplanned ICU admission,
mortality, pressure injury, fall, and infection. Nursing data used in model development
were categorized as nursing assessments and nursing documentation patterns.

For model development, one study used nursing documentation patterns (Fu et al.,
2021), and the remaining ten studies used nursing assessments. Nursing assessments
consisted of documentation of mainly head-to-toe examination, GCS, Braden scale score,
fall, pain, and vital signs. Nursing documentation patterns included increased entries of
vital signs and nursing flowsheet comments related to vital signs.

The results of the literature review demonstrated that patients’ clinical outcomes
could be predicted based on machine learning methods using nursing data in the form of
nursing assessments and nursing documentation patterns as significant predictors. In
summary, various types of nursing data have been used to predict clinical outcomes via
machine learning methods. To develop delirium prediction models using nursing data,
suitable types of nursing data must be selected after a review of potential predictors, and

the predictive performance of the developed models should be validated.
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Table 2 Summary of nursing data used in prediction models

Author

(year) Population Prediction goal Nursing data
Rojasetal. ICU Unplanned ICU - Nursing assessments: Braden scale score,
(2018) patients readmission Morse fall score, abdominal physical exam,
cardiac rhythm
Wellner et Inpatients Unplanned ICU - Nursing assessments: GCS (eye, verbal),
al. (2017) readmission pupil reaction, level of consciousness,
orientation, Braden risk, activity, mobility,
retraction, moisture, skin, friction sheer,
pain score, nutrition, perfusion cap
refill/color/temperature, cough, FLAAC
(Faces, Legs, Activity, Cry, Consolability),
fluid balance, cardiovascular, pulse rate,
heart rhythm, brachial/femoral/peripheral
pulse, neurological, neurovascular check,
respirations, work of breathing,
secretion/sputum color
Fu et al. ICU Mortality, cardiac - Nursing assessments: nursing notes
(2021) patients arrest, and rapid - Nursing documentation patterns:
response team : L
calls documentation frequency of vital signs and
related comments
Capan et Adult Rapid Response - Nursing assessments: neurological,
al. (2017) inpatients Team activation, respiratory, food (intake, swallowing),
Code Blue gastrointestinal, musculoskeletal, and
activation, genitourinary assessments, Braden scale
readmission, score, Schmid score (patient safety)
mortality
Heyming Emergency  Disposition of - Nursing assessments: use of oxygen
etal. department  patients device, capillary refill, general appearance,
(2021) patients level of consciousness, skin
Xu et al. ICU Pressure injury - Nursing assessments: Braden scale score,
(2022) patients GCS
Song etal. Inpatients Pressure injury - Nursing assessments: GCS, level of

(2021)

consciousness, gait/transferring, activity




Table 2 Summary of nursing data used in prediction models (continued)

Author Population Prediction goal Nursing data
(year)
Beauchet Older Fall - Nursing assessments: history of falls during
etal. inpatients the past six months, mobility, five-times-
(2018) sit-to-stand test, cognitive impairment, use
of formal or informal home and social
services
Horng et Emergency  Infection - Nursing assessments: pain scale, free text
al. (2017)  department on nursing assessment
patients
Zadravecz  Inpatients Mortality + Nursing assessments: GCS (total, Eye,
etal. Verbal, and Motor), Richmond Agitation-
(2015) Sedation Scale
Rothman et  Inpatients Mortality + Nursing assessments: cardiac,
al. (2013) food/nutrition, gastrointestinal,

genitourinary, musculoskeletal,
neurological, peripheral-vascular,
psychosocial, respiratory, safety/fall risk,
and skin/tissue assessments

Note. ICU = intensive care unit; GCS = Glasgow Coma Scale.
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I11. CONCEPTUAL FRAMEWORK

3.1. Theoretical framework

The HPM-ExpertSignals model (Rossetti et al., 2021), which is based on
Donabedian’s structure-process-outcome model (Donabedian, 1966), is driven by the
clinician’s knowledge-based behaviors and focuses on information generated by the
clinical decision making process (Figure 1). In this process, clinicians increase the
frequency of their surveillance based on their concern about the perceived potential risk
signals of patients. As a result, clinicians increase their documentation frequency or
documentation entry at uncommon times, and this information appears as a temporary
pattern in the EMR. This information is affected by environmental and individual
modifiers. Environmental modifiers include hospital setting, standards of care, and
hospital policy, while individual modifiers include patient characteristics, physiological
and disease prognosis, and clinician characteristics. This model emphasizes identifying,
interpreting, and utilizing information on clinical behavior patterns represented in EMR

data for clinical outcome prediction (Rossetti et al., 2021).
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Figure 1 HPM-ExpertSignals Model

Note. Healthcare Process Modeling Framework to Phenotype Clinician Behaviors for
Exploiting the Signal Gain of Clinical Expertise (HPM-ExpertSignals); Source: Rossetti
etal., (2021).
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3.2. Conceptual framework of this study

The conceptual framework of the delirium prediction models presented in the current
study used a modified framework based on the HPM-ExpertSignals model (Figure 2).
This framework assumes that nurses conduct surveillance activities based on their clinical
concerns focused on delirium and record the information related to their surveillance
activities in the EMR. Its information patterns recorded vary for each patient according to
the nurses’ concerns and environmental and individual modifiers. Therefore, the data
patterns captured in the EMR represent the patient’s condition.

The nursing data consisted of nursing assessments and nursing documentation
patterns. Nursing assessments included pain, GCS, pressure injury, Richmond Agitation-
Sedation Scale (RASS), and vital signs (blood pressure, pulse rate, respiratory rate, body
temperature, and oxygen saturation). The nursing documentation patterns, which were
identified in the nursing flowsheet and records of medication administration in the EMR,
included frequency and intervention. Frequency patterns included entries in the nursing
data related to vital signs, GCS, and RASS. The intervention patterns of medication
administration, such as PRN/stat medication and withholding scheduled medication, were
associated with temporal activities with changes in patients’ conditions.

Environmental modifiers in the framework were defined as precipitating factors for
delirium, and individual modifiers in the framework were defined as predisposing factors
for delirium. The precipitating factors were related to the hospital environment (Inouye &

Charpentier, 1996; Green et al., 2019), such as operation, use of mechanical ventilation,
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foley catheter, physical restraints, blood transfusion, and serum creatinine. The
predisposing factors refer to a vulnerability that a patient had at admission (Inouye &
Charpentier, 1996), such as age, gender, history of dementia and hypertension,

visual/hearing deficits, and history of falls.
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IV. METHODS

4.1. Study design

This study was a retrospective cohort study that used nursing data from EMRs to
develop machine learning-based delirium prediction models with time variation for ICU
patients. Reporting followed the Transparent Reporting of a Multivariable Prediction
Model for Individual Prognosis or Diagnosis (TRIPOD) reporting guideline (Collins et al.,

2015) (Appendix 1).

4.2. Data sources

This study used the MIMIC-IV database (version 1.0) and an EMR from a single
tertiary hospital in Seoul, South Korea. The MIMIC-IV database was used for model
development and internal validation. Meanwhile, the EMR was used for external
validation to evaluate the performance of the developed models and explore their

domestic applicability.
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4.2.1. Development and internal validation dataset

The MIMIC-IV database includes 256,878 patients (523,740 admissions) admitted
from January 2008 to December 2019 at the Beth Israel Deaconess Medical Center
(BIDMC) in Boston, Massachusetts, USA (Goldberger et al., 2000; Johnson et al., 2021).
It is a large publicly available electronic health record (EHR) grouped into five modules
(core, hosp, icu, ed, cxr, and note), of which three modules (core, hosp, and icu) were
selected considering the aim of this study (Appendix 2). The selected modules consisted
of 27 tables linked by unique identifiers, such as SUBJECT ID. All information was
deidentified, and all dates were shifted to the future.

MIMIC-1V version 0.3 is an updated version of MIMIC-I1I, released in August 2020,
that changed the modular approach to improving data usability, while MIMIC-1V version

1.0 is the current version released in March 2021.

4.2.2. External validation dataset

The external validation dataset used the EMR of patients admitted to the ICU in a
single tertiary hospital in Seoul, South Korea. This EMR contains the clinical records of
inpatients, outpatients, and emergency patients. Patients admitted to medical, surgical,
and neurologic 1CUs from March 2018 to August 2021 were selected, considering when
the ICDSC was first used in each ICU. All information was deidentified to protect patient

privacy by the Department of Digital Health of Severance Hospital in South Korea.
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4.2.3. Ethical consideration

The MIMIC database was anonymized to be Health Insurance Portability and
Accountability Act (HIPPA) compliant by the Massachusetts Institute of Technology
(MIT). Access to the MIMIC-IV database was obtained by PhysioNet
(http://physionet.org) after fulfilling the Collaborative Institutional Training Initiative
(CITI) program (Appendix 3). This study received additional ethical approval from the
Institutional Review Board of the Yonsei University Health System (approval number: 4-
2021-1212) and the Data utilization Review Board (DRB; approval number, 2022100100)
(Appendix 4). Finally, this study was conducted in accordance with the Declaration of

Helsinki and ethical principles for medical research involving human subjects.
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4.3. Cohort selection

The eligibility criteria for cohort selection is presented in Table 3. Patients who were
aged between 18 and 89 years and admitted to the ICU for at least 24 hours were included.
As the MIMIC database obscures the actual age of patients over 89 years (Johnson et al.,
2021), these patients were excluded. Patients who received hospice or palliative care, in
which clinicians focused more on patient comfort than clinical outcomes, were
excluded (Fu et al., 2021). Patients with RASS score of -4 (deep sedation) or -5
(unarousable) or patients with delirium onset during the first 24 hours after ICU

admission were excluded.

Table 3 Eligibility criteria

Inclusion criteria Exclusion criteria
18 < Age < 89 years old *  Hospice or palliative care patients
ICU Length of stay > 24 hours * RASS score of -4 or -5 during the first
Delirium screening tools @ record > 1 24 hours after ICU admission
during the first 24 hours after ICU *  Delirium during the first 24 hours after
admission ICU admission

Note. ICU = intensive care unit; RASS = Richmond Agitation-Sedation Scale.
& Confusion Assessment Method for the intensive care unit (CAM-ICU) or the Intensive
Care Delirium Screening Checklist (ICDSC).
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Given that each patient could have multiple ICU admissions during the same
hospitalization period, the first ICU admission was included in the cohort. The eligibility
criteria for the development and internal validation cohorts (hereinafter, development
cohort) were also applied to the external validation cohort. The development dataset was
randomly split into a training set (80%) and a test set (20%). The training set was used for

model development, while the test set was used for internal validation only (Figure 3).
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Development and internal validation cohort

External validation cohort

MIMIC-IV database

50,588 Admissions
(2008.01 ~2019.12)

EMR database from
a single tertiary hospital

5,925 Admissions
(2018.03 ~2021.08)

41,097 Excluded

*  Hospice or palliative care
(n=203)
*  No CAM-ICU record or
RASS score -4 or -5
in first 24 hours (n=18,034)
*  Developing delirium in first 24
hours (n=5,750)
- CAM-ICU posttive
- Administration of
haloperidol/lorazepam
+  Missing data (n=17,110)

9,491 Admissions
(Delirium: 1623, 17.1%)

| )

Training set Test set
7,594 Admissions 1,897 Admissions
(Delirium: 1,299) (Delirium: 324)

Figure 3 Process of cohort selection

Note. CAM-ICU = confusion assessment method for the intensive care unit; EMR = electronic medical record; ICDSC =

3,296 Excluded

*  Hospice or palliative care
(n=157)
*+  NoICDSC record or
RASS score -4 or -5
in first 24 hours (n=2,035)
*  Developing delirium in first 24
hours (n=229)
- ICDSC score > 4
- Administration of
haloperidol/lorazepam
+  Missing data (n=875)

2,629 Admissions
(Delirium: 220, 8.4%)

intensive care delirium screening checklist; RASS = Richmond Agitation-Sedation Scale.
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4.4, Delirium

The outcome of this study was delirium occurrence during ICU stay from 24 hours
after ICU admission. The development and external validation cohorts used the CAM-
ICU and ICDSC to screen delirium, respectively. Both CAM-ICU and ICDSC have
validated ICU delirium screening tools and are recommended for use in the ICU despite
their methodological differences in delirium screening (Gusmao-Flores et al., 2012; Chen
etal., 2021) (Table 4).

The CAM-ICU categorizes four features: acute changes or fluctuations in mental
status (Feature 1), inattention (Feature 2), disorganized thinking (Feature 3), and an
altered level of consciousness (Feature 4). The diagnosis of delirium is positive if the
patient manifests Features 1 and 2, along with Features 3 or 4 (Ely et al., 2001). The
ICDSC consists of eight items based on DSM criteria. Each item is given zero or one
point (score range: 0-8), and a total score of 4 or more confirms delirium (Bergeron et al.,
2001). The CAM-ICU or ICDSC was not assessed when the RASS score was -4 or -5,
which indicates deep sedation. Assessment time and frequency vary according to each

hospital protocol.
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Table 4 Comparison of delirium screening tools

Tools CAM-ICU ICDSC

Features or 1. Acute changes or 1. Altered level of consciousness
items fluctuations in mental 2. Inattention
status 3. Disorientation
2. Inattention 4. Hallucination, delusion, or psychosis
3. Disorganized 5. Psychomotor agitation or retardation
thinking 6. Inappropriate speech or mood
4. Altered level of 7. Sleep/wake cycle disturbance
consciousness 8. Symptom fluctuation

Delirium Feature 1 and Feature 2 Total score > 4
positive or and either Feature 3 or
cut-off score  Feature 4 are presented

Model Sensitivity: 95-100% Sensitivity: 99%
performance  Specificity: 89-93% Specificity: 64%
Accuracy: 95-96% AUROC: 0.902

Note. AUROC = area under the receiver operating characteristic, CAM-ICU = confusion
assessment method for the intensive care unit; ICDSC = intensive care delirium screening
checklist. Source: Bergeron et al., (2001) and Ely et al., (2001).

In the external validation cohort, the ICDSC was evaluated every eight hours
through continuous observation and recorded at the end of each shift. Furthermore,
delirium assessment is performed during the ICU stay, except during the admission shift.
Therefore, at least 16-24 hours are required to evaluate delirium using assessment tools
after admission. The CAM-ICU is assessed at a one-time point based on the observation

and evaluated two or three times a day.
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Most delirium prediction models used the CAM-ICU (van den Boogaard et al., 2012;
Wassenaar et al., 2015; Chen et al., 2017; Oh et al., 2018; Fan et al., 2019; Hur et al.,
2021) or the ICDSC (Cherak et al., 2020) to define delirium occurrence. Note that ICU
patients are routinely assessed using delirium screening tools during their ICU stays, and
haloperidol or lorazepam are only used for the treatment of delirium in the
ICU (Wassenaar et al., 2015; Kim et al., 2017; Collet et al., 2018). Therefore, delirium
occurrence in the current study was defined as a CAM-ICU positive result, an ICDSC

score of four or greater, or the administration of haloperidol or lorazepam.

4.5. Potential predictors

Predictors were selected based on the literature review, including nursing
assessments, nursing documentation patterns, precipitating factors (clinical characteristics
and laboratory test), and predisposing factors (demographics and clinical history) (Table
5).

In nursing assessments, pressure injury was recorded using the Braden scale in the
development and external validation cohorts. Vital signs included blood pressure, pulse
rate, respiratory rate, body temperature, and oxygen saturation. Among predisposing
factors, history of dementia (Steinmetz et al., 2013) and hypertension (Yang et al., 2010)
are defined by the International Classification of Diseases (ICD) codes, which were
diagnosed in previous hospitalizations at the same hospital (Appendix 5). The final

dataset in both cohorts included all these predictors.
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Table 5 Summary of potential predictors

Category Potential predictors Type of data M ItI;At:Iis_IV
Nursing data
Nursing Pain Continuous  chartevents
assessments GCS Continuous  chartevents
Pressure injury Continuous  chartevents
RASS Continuous  chartevents
Vital signs ® Continuous  chartevents
Nursing Frequency Discrete emar
documentation *  Complete set of vital signs ?
patterns *  Sigle vital sign
*+ GCS,RASS
Intervention Continuous  chartevents
*  PRN/stat medication
*  Withholding scheduled
medication
Modifiers
Precipitating Clinical characteristics
factors *  Operation Discrete procedureevents
*  Mechanical ventilation Discrete chartevents
*  Foley catheter Discrete outputevents,
datetimeevents
*  Physical restraints Discrete chartevents
* Blood transfusion Discrete Inputevents,
chartevents
Laboratory test
*  Serum creatinine Continuous  labevents
Predisposing Demographics
factors +  Age Continuous  patients
*  Gender Discrete patients
Clinical history
* History of dementia Discrete diagnoses_icd
* History of hypertension
*  Visual or hearing deficit Discrete chartevents

History of fall

Note. GCS = Glasgow Coma Scale; PRN = Pro re nata; RASS = Richmond Agitation-

Sedation Scale.

2blood pressure, pulse rate, respiratory rate, body temperature, and oxygen saturation.
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4.6. Sample size calculation

Larger sample size and sufficient data quality lead to the development of more
robust prediction models (Riley et al., 2020). The sample size calculation of a rule of
thumb for the binary outcome suggested ensuring at least ten events per variable
(EPV) (Peduzzi et al., 1996) or ten events per predictor parameter (EPP) using all
candidate predictors before any variable selection for model development (Riley et al.,
2019). These methods have been widely used owing to their simplicity. However, these
methods did not reflect actual context characteristics such as the total number of
participants, outcome incidence, and the expected predictive performance of the
model (Riley et al., 2020).

Therefore, the current study used the sample size calculation method proposed by
Riley et al. (2020) to minimize overfitting and ensure precision for developing robust
delirium risk prediction models for ICU patients. The sample size was calculated using
the overall outcome proportion (0.17), the number of potential predictors (40), the
shrinkage (default 0.9), and the target small expected optimism in the apparent R? (0.05).
The R package pmsampsize was used for calculating the minimum sample size (Table 6).
The results indicated that at least 6999 samples were required, corresponding to 1253

delirium occurrences and an EPP of 31.32.
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Table 6 Calculation of the minimum sample size in R program

pmsampsize (type = "b", prevalence = 0.17, parameters = 40, shrinkage = 0.9,
rsquared = 0.05)

In the current study, the development cohort consisted of 9491 admissions after

cohort selection; this fulfilled the minimum sample size.

4.7. Data preprocessing

Data preprocessing involved cleaning the dataset by removing incomplete records to
improve its quality (Garck et al., 2016; Mufti et al., 2019). This process is essential
because a preprocessed final dataset allows the machine learning algorithm to operate
stably and appropriately. In the current study, the data preprocessing steps were
performed through outlier detection, handling of missing data, data balancing, and feature
selection. The same data preprocessing steps were performed in both the development
and the external validation cohorts. Complete datasets were reliable and suitable for

model development and validation.

4.7.1. Outlier detection

An outlier is an unusual datum inconsistent with the remaining dataset (Barnett &
Lewis, 1984). Outliers may decrease model performance and increase error variance;

therefore, outlier identification is critical before statistical analyses. Outliers originate
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from equipment errors, human errors, and natural variations within the patients (Salgado
etal., 2016b).

This study assessed scale scores, such as pain, GCS, pressure injury, and RASS,
based on the score range of each scale to detect outlier values. The actual value of vital
signs used scientifically valid values (positive) (Kuhn & Johnson, 2013) and inter-quartile
range (IQR; 25-75 percentile) to detect outliers (Steyerberg, 2009). Therefore, negative
values were removed for vital signs, followed by the upper and lower extreme quartiles
(Q1, Q3). In contrast, outliers were retained for potential predictors, which used

documentation frequency rather than actual values, considering various entry errors.

4.7.2. Handling missing values

Most machine learning operates only on complete data, and it is necessary to handle
missing values (Salgado et al., 2016a). Because most values affect each other, missing
values should be determined by considering the relationship between variables (Little &
Rubin, 2019). This study used the methods of dropping null values for vital signs and
serum creatinine and assigning specific values for scale scores, such as pain, GCS,
pressure injury, and RASS.

A total of 17110 admissions did not contain any actual values of vital signs or serum
creatinine; therefore, these cases were excluded. In clinical practice, nursing assessment

tools may not be measured when the patient is in a good or stable condition; therefore, the
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null value can be replaced with the normal or best value. When pain and RASS scores
were not recorded in the dataset, zero was assigned to replace the null value. The pressure
injury score was measured using the Braden scale (range: 6-23), and a value of 23 was
assigned to replace the null value. GCS total, GCS eye, GCS verbal, and GCS motor were

assigned scores of 15, 4, 5, and 6, respectively, to replace the null value.

4.7.3. Data balancing

Class imbalanced data distribution is a common problem that yields biased results
because classification algorithms are optimized towards the majority class (Ldpez et al.,
2013). Imbalanced class modification techniques are used to alleviate the bias of
algorithms (Mufti et al., 2019) by adding new or removing existing samples (Longadge &
Dongre, 2013). The main sampling techniques are oversampling, undersampling, or
combination sampling (Longadge & Dongre, 2013). Oversampling involves artificially
replicating the number of cases of the minority class, undersampling involves decreasing
the number of cases of the majority class, and combination sampling involves over and
under sampling techniques (Longadge & Dongre, 2013; EIl-Rashidy et al., 2020).
However, oversampling approaches may induce overfitting, while undersampling
approaches may have the risk of losing valuable data (Garcia et al., 2016). Other studies
using the MIMIC database also used class-balancing techniques to resolve the class

imbalance problem (Sundararaman et al., 2018; Xu et al., 2019; Tsiklidis et al., 2022).
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In the development cohort, the delirium class distribution was imbalanced (17.0% of
the patients experienced delirium). Therefore, the current study used a combination of the
Synthetic Minority Over-sampling Technique (SMOTE) with Tomek links (Batista et al.,
2004). First, the SMOTE (oversampling) technique was applied to create certain numbers
in the minority class (Chawla et al., 2002). Thus, the minority class boundaries were
spread into the majority class space to avoid overfitting. Then, Tomek-links (under
sampling) was applied to remove overlapping samples. If the samples belonging to
different classes are close in distance (Tomek-link), the samples belonging to the majority
class are considered noisy and eliminated. Therefore, Tomek-links solve the problem of
overlapping between classes that appear as samples generated without considering the
distribution of the majority class of samples in SMOTE (Batista et al., 2004).

After cohort selection, 7594 admissions were included in the training set, from
which 17.0% of the patients experienced delirium. Combination sampling was applied to
maintain data balancing. The detailed process is shown in Figure 4. A total of 9752 cases

were sampled for the final model training, from which 6495 cases experienced delirium.
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Development cohort (MIMIC-IV dataset)

Non-delirium : Delirfum = 7868 : 1623

8:2 Randomly split

Figure 4 SMOTE with Tomek links technique

43

Training set Test set )
Non-delirium : Delirium = 6295 : 1299 1573 : 324 }
SMOTE
Non-delirium : Delirium = 5196 : 6495
Combination
sampling
Tomek-links
Non-delirium : Delirium = 3257 : 6495



4.7.4. Feature selection

Feature selection step is an important component of machine learning and involves
selecting the most critical features for model prediction. Consequently, unnecessary
variables are removed to reduce the data and the training time (Stevens et al., 2020).
Additionally, the risk of overfitting can be reduced through this process (Garci et al.,
2016).

This study identified 40 clinical variables among potential predictors through a
literature review, the researcher’s clinical knowledge and experience, and available data
in both cohorts. It includes nursing assessments, nursing documentation patterns,
precipitating factors (clinical characteristics and laboratory test), and predisposing factors

(demographics and clinical history) (Table 7).
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Table 7 Summary of selected features

Category

Predictor (range)

Possible value

Nursing data

Nursing
assessments

Nursing
documentation
patterns

Modifiers
Precipitating
factors

Predisposing
factors

Pain (0-10)
GCS Total (3-15)

GCS Eye response (1-4)
GCS Verbal response (1-5)
GCS Motor response (1-6)
Pressure injury (6-23)
RASS (-5 — +4)

Systolic blood pressure,

body temperature, respiratory rate,

Pulse rate

Frequency
*  Complete set of vital signs
»  Sigle vital signs:

systolic blood pressure, pulse rate,
body temperature, respiratory rate,

oxygen saturation
*+ GCS, RASS
Intervention

*  PRN medication administered
«  Stat medication administered
*  Withholding scheduled medication

Clinical characteristics

*  Operation

*  Mechanical ventilation

*  Foley catheter

*  Physical restraints

*  Blood transfusion
Laboratory test

+  Serum creatinine, mg/dL
Demographics

*  Age, years

«  Gender
Clinical history

+  History of dementia, hypertension,
fall, visual or hearing deficit

Maximum and median values

First, last, maximum, and
minimum values

Minimum value

Maximum and minimum values
Minimum value

Minimum value

Minimum value

Maximum value

Maximum and median values

Frequency/24hours

Yes/No

Yes/No

Maximum value

Men/Women

Yes/No

Note. GCS = Glasgow Coma Scale; PRN = Pro re nata; RASS = Richmond Agitation-

Sedation Scale.
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Each patient’s observation window for the selected features during their ICU stay
was based on the sliding window method. A sliding window model is the most frequently
used processing method for data streaming (Zazzaro et al., 2021) that makes decisions
based on recently observed data elements by appropriately reflecting constantly changing
data (Datar et al., 2002). A sliding window moves along the time axis and rearranges the
dataset focused on the last time-series points (Cho et al., 2019; Zazzaro et al., 2021).

The current study used a time variation-based sliding window of 24 hours to predict
delirium during ICU stay, considering delirium assessment time. Therefore, the delirium
group used data for 24 hours before delirium occurred, and the non-delirium group used
data for all ICU stays to extract potential predictors (Figure 5). Exceptionally,

predisposing factors used data at admission in both groups.

ICU admission ICU discharge
Y -~ Y
Delirium patient A | 24 hours
-
Delirium patient B 24 hours
]
Delirium patient C 24 hours
Non-delirfum patient D

|- Delirium onset

D Feature selection period

Figure 5 Examples of feature extraction using sliding window method

Note. ICU = intensive care unit.
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Further, to compare the performance of the developed prediction models according
to the feature selection time of the non-delirium group, features were extracted from the
data for the first 24 hours after ICU admission and the last 24 hours before ICU discharge,

respectively.

4.8. Model development and external validation

In ICUs, the patient’s level of consciousness is periodically evaluated and recorded
using GCS and RASS. Compared to other variables, this data can be easily extracted
without missing values. Recently, prediction models have used the level of consciousness
as a potential predictor or eligibility criteria (Wellner et al., 2017; Song et al., 2021; Xu et
al., 2022). Although the level of consciousness was used as an important predictor by
several delirium prediction models (Moon et al., 2018; Cherak et al., 2020; Hur et al.,
2021), GCS and RASS values have been reported to be inconsistent evidence of delirium
risk (Devlin et al., 2018). Therefore, Models | (40 predictors) and 11 (31 predictors) were
developed to compare differences in model performance depending on whether the actual
GCS and RASS values were included as predictors or not.

In classification modeling, it is common to separate the dataset into training,
validation, and test sets to prevent overfitting of the developed models (Witten & Witten,
2017; Mufti et al., 2019). The training set was primarily used to develop the prediction

models. The validation set was used to select the optimized model parameters. The test
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set is an independent dataset that is not used in the formation of the algorithms but is used
for the internal validation of the developed models (Witten & Witten, 2017). Here, the
generated development cohort was randomly divided into a training set (80%) and a test

set (20%) (Figure 6).
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Extemal validation

Development cohort

cohort

8:2
Randomly
split

Training
set (8)

Test set
@

Validation

set 10
Training
set 3
Training
SMOTE Tomek : ; sz
samplin; el . Training Trainin, :
ping sampling iosetl . mg i
H i Validation 5¢
set 3
Validation
i set 2
i | Validation
set 1

Combination sampling 10-fold cross-validation

Build Models

+ Logistic regression

* Support vector machine
» Random forest

* Neural network

Internal validation

> Algorithms

External validation

Figure 6 Model development and validation process
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For the training set obtained by combination sampling, stratified 10-fold cross-
validation was used for training algorithms. The training set was randomly divided into
ten parts (training sets 1-10) of the same proportions (training set:validation set = 9:1).
The learning procedures were executed ten times on different training sets, and this
process was repeated five times. This study employed logistic regression, support vector
machine, random forest, and neural network to develop delirium prediction models. The
hyperparameters for each model were optimized using five repetitions of 10-fold cross-
validation.

The four machine learning methods were mainly used to predict binary outcomes.
The logistic regression model was used to predict a binary outcome due to its simplicity
and flexibility (Steyerberg, 2009; Han et al., 2016; Géron, 2019). Support vector machine
is a powerful and highly flexible modeling technique that constructs optimal decision
boundaries for classification cases of different class labels (Steyerberg, 2009; Kuhn &
Johnson, 2013). Random forest is a tree-based model that improves model performance
by constructing multiple trees through permutation and resampling approaches to reduce
the variance of predicted values (Breiman, 2001; Kuhn & Johnson, 2013; Géron, 2019).
In the current study, the random forest was applied with ntree = 500 and mtry = 1:10
(representing the number of variables considered in each node split in the tree). The
neural network is modeled by invisible layers such as hidden units (Goodfellow et al.,
2017). The neural network model used in this study applies a multilayer perceptron with

four hidden layers between the input and output layers.
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The performance of the developed prediction models was validated using the test set
and external validation cohort. For internal validation, the developed models were fitted
to the test set, and the models’ predictive performances were calculated. In addition, the
same statistical methods as in the internal validation were used in the external validation

cohort.

4.9. Data analysis

Data preprocessing, model development, and validation of the machine learning
algorithms were performed using R version 4.1.2 (R Core Team, 2021). The method for
data analysis was as follows.

First, descriptive statistics of the development and external validation cohorts were
analyzed and represented as mean and standard deviation (SD) or frequency and
percentage. The differences between the groups (non-delirium or delirium) according to
general and admission-related characteristics, predisposing factors, precipitating factors,
and nursing data were analyzed using t-test or chi-square test.

Second, the developed prediction models were evaluated for internal validation
using the test set in the development cohort. The model performances were evaluated
were sensitivity, specificity/recall, positive predictive value (PPV)/precision, negative
predictive value (NPV), Fi score, accuracy, Youden index, and AUROC (Figure 7).

Sensitivity is the proportion of actual positives, and specificity/recall is the proportion of
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actual negatives. PPV/precision is the proportion of patients with positive delirium results
who had delirium, and NPV is the proportion of patients with negative delirium results
who did not have delirium. The F; score is the harmonic mean of precision and
recall (Witten, 2017). Youden index is calculated by sensitivity and specificity, and a
score close to 1 indicates higher predictive capability (Kallner, 2018). Accuracy is defined
as the proportion of correct predictions, and the AUROC curve plots the sensitivity and 1-
specificity (false positive rate, FPR) (Irizarry, 2020).

Third, variable importance between the predictors was identified using the Gini
index, and the reliability was assessed through calibration plots related to goodness-of-fit.
Variable importance was measured by the Mean Decrease Gini (MDG) which was
derived from the training procedures of the random forest classifier (Menze et al., 2009).
The Gini importance score provides a relative ranking of features (Kuhn & Johnson,
2013). The calibration plot reflects the agreement between the observed and predicted
risks, to ensure the model’s reliability (Han et al., 2016).

Fourth, the developed models were compared using the DeLong test, and the most
optimal model was selected. The DelLong test is used to determine statistical differences
when comparing two correlated models derived from the same dataset (DeLong et al.,
1988; Han et al., 2016).

Fifth, the performances of the optimal prediction models were evaluated using the

external validation cohort.
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Actual

Positive Negative o~ -
& [ PPV, Precision

‘ Positive True positives (TP)  False positives (FP) "\ =TP /(TP + FP) )
Predicted P
‘ Negative False negatives (FN) True negatives (TN) NPV |

¢ # \(:TN/(FN-FTN) )

- -

‘ Sensitivity, Recall - | Specificity
. =TP/(TP+FN) /| =TN/(IN+FP) |

| . Accuracy = (TP + TN) / (TP + FN + FP + TN) .'I

( F, =2 x (Precision X Recall) / (Precision + Recall) ._|

( Youden index = Sensitivity + Specificity - 1 |

Figure 7 Evaluation of prediction model
Note. FN = false negative; FP = false positive; NPV = negative predictive value; PPV =

positive predictive value; TN = true negative; TP = true positive.
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V. RESULTS

5.1. Cohort development

This study utilized the MIMIC-IV dataset for model development and internal
validation, and the EMR dataset of a single tertiary hospital for external validation. A
total of 50588 and 5925 admissions were included in the MIMIC-1V and the EMR
datasets, respectively. During the cohort selection process, 9491 admissions of 8696
patients who met the eligibility criteria were included in the development cohort, and
2629 admissions of 2596 patients who met the eligibility criteria were included in the
external validation cohort. Delirium was detected in 17.0% and 8.4% admissions in the
development and external validation cohorts, respectively. The general characteristics of

the cohorts are shown in Table 8.
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Table 8 Characteristics of the cohorts

Development cohort (N = 9491)

External validation cohort (N = 2629)

Development (n=7594)

Internal validation (n=1897)

) ) Non-delirium Delirium ,
Non-delirium  Delirium %% P Non-delirium  Delirium %% p 1%% p
n (%) or M + SD n (%) or M + SD n (%) or M + SD
Patients 5602 (81.78) 1248 (18.22) 1523 (82.50) 323 (17.50) 2376 (91.53) 220 (8.47)
Admissions 6295 (82.89) 1299 (17.11) 1573 (82.92) 324 (17.08) 2409 (91.63) 220 (8.37)
Demographics
Age, years 6249+ 1551 63.72+15.13 -2.60 .009 62.13+1525 64.28+15.45 -231 .021 59.60+14.53 67.13 +13.49 -7.40 <.001
Gender, men 3632 (57.69) 726 (55.89) 137 .242 868 (55.18) 175(54.01) 0.10 .746 1210 (50.23) 129 (58.64) 5.37 .020
Type of ICU
Combined 1180 (18.75) 239 (18.40) 0.12 .942 312 (19.83) 50 (15.43) 343 .180 1329 (55.17) 90 (40.91) 81.62 <.001
medical/surgical
Medical 1965 (31.22) 404 (31.10) 492 (31.28) 109 (33.64) 337 (13.99) 82 (37.27)
Surgical 3150 (50.04) 656 (50.50) 769 (48.89) 165 (50.93) 743 (30.84) 48 (21.82)
ICU length of stay, 2.45+1.92 8.01+7.60 -26.22 <.001 2.47 + 2.06 7.14+£6.47 -12.86 <.001 1.54 + 0.57 6.90+7.69 -10.34 <.001
days
Predisposing factors
Dementia 112 (1.78) 61 (4.70) 39.85 <.001 23 (1.46) 18 (5.56) 19.40 <.001 38 (1.58) 14 (6.36) 21.41 <.001
Hypertension 3614 (57.41) 599 (46.11) 55.19 <.001 873 (55.50) 157 (48.46) 5.09 .024 741 (30.76) 101 (45.91) 20.56 <.001
Visual or hearing 1503 (23.88) 55(4.23) 253.56 <.001 352 (22.38) 12 (3.70) 59.22 <.001 413 (17.14) 62 (28.18) 15.85 <.001
deficit
Fall history 1486 (23.60) 428 (32.95) 49.36 <.001 373(23.71)  110(33.95) 14.30 <.001 86 (3.57) 22 (10.00) 19.56 <.001
Precipitating factors
Operation 1368 (21.73) 51 (3.93) 22351 <.001 335 (21.30) 19 (5.86) 41.15 <.001 1784 (74.06) 24 (10.91) 37135 <.001
Mechanical 2120 (33.68) 471 (36.26) 3.08 .079 537 (34.14) 127(39.20) 2.80 .094 473 (19.63) 49 (22.27) 0.72 .395
ventilation
Foley catheter 539 (8.56) 46 (3.54) 3748 <.001 143 (9.09) 11 (3.40) 10.93 <.001 1446 (60.02) 7(3.18) 261.18 <.001
Physical restraints 1983 (31.50) 692 (53.27) 222.72 <.001 439 (27.91) 169 (52.16) 50.34 <.001 1057 (43.88) 105 (47.73) 1.06 .303
Transfusion 1328 (21.10) 221 (17.01) 10.81 .001 328 (20.85) 58 (17.90) 1.27 .260 468 (19.43) 57 (25.91) 490 .027
Serum creatinine 153+1.71 1.65+1.72 -2.23  .025 1.49 + 1.67 150+1.46 -0.11 915 0.97 +1.15 1.24+1.25 -3.33 <.001
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Table 8 Characteristics of the cohorts (continued)

Development cohort (N = 9491)

External validation cohort (N = 2629)

Development (n=7594)

Internal validation (n=1897)

— — — — Non-delirium Delirium
Non-delirium Delirium t/y? p Non-delirium Delirium t/y2 t/y? p
n (%) or M £ SD n (%) or M + SD n (%) or M = SD
Nursing assessments
GCS Total, first 12.04+4.65 1160+3.67 369 <001 1202+4.71 11.61+3.74 1.66 .097 14.73+157 1434+201 2383 .005
GCS Total, last 1465+ 153 11.79+3.23 31.14 <001 1465+158 11.76+3.27 1555 <.001 1493+0.77 1441+161 4.74 <001
GCS Total, max 14.89+0.70 1287+2.73 2652 <001 1491+0.62 12.84+277 13.37 <.001 1498+ 0.27 1467111 4.14 <001
GCS Total, min 11.13+482 1031+3.96 656 <001 11.11+4.85 1026+4.04 3.34 <001 1466+1.76 14.15+214 350 <.001
GCS Eye, min 290+1.22 276+1.14 410 <001 288+1.22 280+110 122 221 390+048 3.82+059 196 .051
GCS Verbal, max 492+049 350+1.80 28.26 <.001 4.94+042 352+1.80 14.12 <.001 499+015 481+060 453 <001
GCS Verbal, min 345+186 260+1.75 1575 <.001 347+186 257+176 8.00 <.001 488+066 455+099 4.82 <001
GCS Motor, min 474+206 488+166 -2.65 .008 471+207 483+1.81 -0.99 .320 513+0.71 515+0.78 -0.38 .707
RASS, min -056+133 -054+105 -049 623 -054+134 -060+1.16 0.82 .413 -0.99+167 -052+1.52 -3.95 <.001
Pain, max 354+378 1.73+3.07 1856 <.001 3.74+375 187+3.15 9.41 <001 333+3.07 166+276 7.79 <.001
Pain, median 040+1.06 048+136 -195 .051 044+1.17 048+1.49 -046 .644 0.01+0.09 0.04+0.28 -1.67 .096
Pressure injury, 1720+ 442 1669+4.74 351 <001 17.12+437 16.62+4.73 185 .064 2140+270 19.16+2.78 11.76 <.001
rsnér;) max 151.37 £ 20.70 146.43 £ 22.10 7.41 <.001 150.89+205 148.36+228 199 .047 153.35+20.7415545+21.31 -143 152
PR, max 106.54 + 19.40 105.44 + 19.86 1.84 .065 106.32+18.9 106.27+19.6 0.05 .963 104.79+20.17109.98 +20.72 -3.65 <.001
PR, median 83.15+14.40 86.41+16.41 -6.64 <.001 83.02+143 8747+16.9 -4.42 <001 79.85+14.68 88.72+17.69 -7.21 <.001
BT, max 3735+044 3735+049 022 829 3736044 37.38+0.49 -0.66 .512 37.72+049 3761+055 280 .005
RR, max 28.85+452 2749+490 9.24 <001 28.97+448 27.40+4.87 569 <001 26.00+4.21 27.14+4.85 -3.37 <.001
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Table 8 Characteristics of the cohorts (continued)

Development cohort (N = 9491)

External validation cohort (N = 2629)

Development

(n=7594)

Internal validation (n=1897)

Non-delirium Delirium

Non-delirium  Delirium t/y? p  Non-deliium Delirium  t/y? t/x? p
n (%) or M £ SD n (%) or M £ SD n (%) or M + SD
Nursing documentation patterns

Frequency
Complete set of 3.94+385 440+4.83 -323 001 389+3.80 437+547 -151 .132 17.43+9.42 13.86x+9.67 537 <.001
vital signs 2
SBP @ ’ 2554 +6.08 27.03+9.02 -5.67 <.001 25.41+509526.92+844 -3.07 .002 31.70+17.28 30.15+18.67 126 .207
PR 2 2584 +4.35 26.70 +8.02 -3.77 <.001 25.82+4.30 26.61+6.48 -2.10 .037 40.68+12.68 39.19+13.60 1.66 .097
BT 7.07+3.60 7.69+4.72 -447 <001 7.01+343 791+522 -3.00 .003 29.21+367 2840577 205 .042
RR 2 25.65+4.37 26.54+7.74 -4.00 <001 2563+4.452638+6.64 -194 .053 3949+1253 37.79+13.42 192 .056
Sp0O2 @ 25.25+4.49 26.29+7.94 -457 <001 2524+4.48 2623+6.40 -264 .009 2495+3.08 2054+720 9.01 <.001
GCS 6.03+3.71 6.78 £4.65 -552 <001 596+3.63 6.89+471 -333 <001 087x167 134+193 -3.46 <.001
RASS 2 3.00+243 331+284 -3.66 <001 299+239 332+289 -19 .051 0.68+1.71 0.77+1.99 -0.67 .501

Intervention
PRN medication 1678 (26.66) 374 (28.79) 238 123 423 (26.89) 100(30.86) 1.93 .165 1824 (75.72) 159(72.27) 111 .292
Stat medication 2215(35.19) 518(39.88) 10.08 .001 572(36.36) 121(37.34) 0.07 .786 2392(99.29) 210(95.45) 2559 <.001
Withholding 369 (5.86) 63 (4.85) 187 171 103 (6.55) 13(4.01) 258 .108 2391(99.25) 215(97.72) 3.79 .051
scheduled
medication

Note. BT = body temperature; GCS = Glasgow Coma Scale; PR = pulse rate; ICU = intensive care unit; max = maximum score; min = minimum

score; PRN = Pro re nata; RASS = Richmond Agitation-Sedation Scale; RR = respiratory rate; SBP = systolic blood pressure; SpO2 = oxygen

saturation.

@ Documentation frequency per 24 hours.
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The mean age for both the development and external validation cohorts was 59-67
years, and more than half were men (55.6%). Approximately 50% of the patients in the
development cohort were admitted to a surgical ICU. In the external validation cohort,
most patients were admitted to a combined ICU. The length of ICU stay was longer in the
delirium group than in the non-delirium group for both cohorts (p <.001).

More than half of the patients in both cohorts (52.2%) suffered from hypertension.
The non-delirium group in the development cohort and the delirium group in the external
validation cohort had higher proportions of patients with hypertension or visual or
hearing deficits (P <.05). History of dementia and fall incidence within the last six
months was higher in patients with delirium than in those without delirium (p <.001). The
proportions of use of mechanical ventilation or physical restraints were higher in the
delirium groups than in the non-delirium groups. The proportions of patients who
underwent surgery or used foley catheter were lower in the delirium groups than in the
non-delirium groups (p <.001).

The GCS, pressure injury, and pain scores were lower in the delirium groups than in
the non-delirium groups. Vital signs values did not exhibit clear data patterns, except for
pulse rate in both cohorts. The median pulse rate was higher in the delirium groups than
in the non-delirium groups (p <.001).

Frequency patterns in the nursing data showed that vital signs, GCS, and RASS were
more frequently recorded in the delirium group than in the non-delirium group in the

development cohort. For the external validation cohort, GCS and RASS were more
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frequently documented in the delirium group than in the non-delirium group. Intervention
patterns related to medication administration were higher in the external validation cohort;
in particular, over 95% of patients experienced stat medication administration and
withholding scheduled medication.

The mean duration of delirium onset after ICU admission was 2.6 days (SD: 2.3),
regardless of onset time. Among all delirium cases, 95.3% occurred within the first week
of admission (Figure 8). In the development cohort, delirium events mostly occurred
during the day shift (48.7%; 6 AM-2 PM), followed by the evening (34.9%; 2 PM-10
PM) and night shifts (16.4%; 10 PM-6 AM). In the external validation cohort, delirium

events mostly occurred during the night (39.5%) and day (35.0%) shifts (Appendix 6).
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5.2. Model development and internal validation

In the current study, Models | (40 predictors) and Il (31 predictors) were developed
to compare differences in model performance depending on whether the actual GCS and
RASS scores were included as predictors. Based on the sliding window method, potential
predictors were extracted from the data 24 hours before delirium occurred for patients
with delirium, while all data were used for non-delirium patients during their ICU stay.
Furthermore, to compare the performance of the developed prediction models according
to the feature selection time in non-delirium patients, features were additionally extracted
from the data for the first 24 hours after ICU admission (control A) and the last 24 hours
before ICU discharge (control B).

Models | and 1l employed logistic regression, support vector machine, random forest,
and neural network to develop delirium prediction models. The confusion matrix for the
internal validation is shown in Table 9. The accuracy of Models | and Il across the four
machine learning methods was 0.840-0.931 and 0.703-0.863, respectively. Random
forest method among developed models had the highest accuracy (Model I: 0.931, [95%

Cl; 0.919, 0.942]; Model I1: 0.863, [95% ClI; 0.847, 0.878]).
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Table 9 Confusion matrix of internal validation

Actual

Model Prediction Non- Accuracy
modeling method  Predicted Delirium . [95% CI]
delirium

Model | Logistic Delirium 270 250 0.840
regression Non-delirium 54 1323 [.822, .856]
Support vector Delirium 245 156 0.876
machine Non-delirium 79 1417 [.860, .891]
Random Forest  Delirium 288 94 0.931
Non-delirium 36 1479 [.919, .942]
Neural network  Delirium 264 216 0.855
Non-delirium 60 1357 [.838, .870]
Mode 11 *  Logistic Delirium 273 512 0.703
regression Non-delirium 51 1061 [.682, .724]
Support vector  Delirium 248 359 0.771
machine Non-delirium 76 1214 [.751, .790]
Random Forest  Delirium 297 233 0.863
Non-delirium 27 1340 [.847, .878]
Neural network  Delirium 263 500 0.704
Non-delirium 61 1073 [.683,.725]

Note. Cl = confidence interval.

2 The model used predictors excluding actual values of GCS and RASS among Model |

predictors.
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For the control A models (data used during the first 24 hours after ICU admission in
the non-delirium group), the accuracies were 0.761-0.861 and 0.636-0.780 in Models |
and 11, respectively (Appendix 7). For the control B models (data used during the last 24
hours before ICU discharge), the accuracies were 0.837-0.908 and 0.745-0.840 in
Models | and II, respectively (Appendix 8). The control B models were more accurate
than control A models, but slightly less accurate than in basic models (all data used during
ICU stay in the non-delirium group). Random forest was the most accurate method
between the developed control A and B models.

The predictive performance of the developed models is shown in Table 10. The
receiver operating characteristic (ROC) curves are shown in Figure 9. Random forest
showed the best performance for Model I, with an AUROC and 95% CI of 0.975 [0.967,
0.982], and an estimated out-of-bag (OOB) error rate of 2.43%. This model’s sensitivity
was 0.889, specificity was 0.940, PPV was 0.755, NPV was 0.974, F; score was 0.816,
and Youden index was 0.829. Random forest showed the best performance for Model Il
as well, with an AUROC and 95% CI of 0.951 [0.940, 0.962], and an estimated OOB
error rate of 3.80%. This model’s sensitivity was 0.917, specificity was 0.852, PPV was

0.556, NPV was 0.975, F; score was 0.696, and Youden index was 0.769.
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Table 10 Model performance of each model in the internal validation

Model AUROC [95% CI] Sensitivity ~ Specificity PPV NPV  Fiscore Yi?ltégin

Model |

Logistic regression  0.915 [.897, .932] 0.833 0.841 0528 0960 0.640  0.674

Support vector 0.829 [.804, .853] 0.756 0.901 0624 0954 0676  0.657

machine

Random forest 0.975 [.967, .982] 0.889 0.940 0755 0974 0816  0.829

Neural Network 0.839 [.900, .934] 0.815 0.863 0556 0.963 0.657  0.677
Model 112

Logistic regression  0.836 [.811, .860] 0.843 0.675 0374 00954 0492 0517

Support vector 0.769 [.743, .794] 0.765 0.772 0436 0942 0533 0537

machine

Random forest 0.951 [.940, .962] 0.917 0.852 0556 0975 0696  0.769

Neural Network 0.747 [.802, .852] 0.812 0.682 0370 00952 0484  0.494

Note. AUROC = area under the receiver operating characteristic; ClI = confidence interval; NPV = negative predictive
value; PPV = positive predictive value.
2 The model used predictors excluding the actual values of GCS and RASS among Model | predictors.
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Figure 9 Receiver operating characteristic curves of prediction models

Note. AUROC = area under the receiver operating characteristic.
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In control A models, random forest achieved the best predictive performance, with
AUROCs and 95% Cls for Models | and Il of 0.896 [0.877, 0.914] and 0.846 [0.823,
0.868], respectively (Appendix 9). Random forest achieved the best predictive
performance in control B models. Control B models’ AUROCSs and 95% Cls for Models |
and 11 were 0.926 [0.940, 0.962] and 0.897 [0.878, 0.916], respectively (Appendix 10),
which was better than the predictive performance of control A models, but slightly lower
than that of basic models. In the random forest method, control A and B models were
lower in sensitivity and similar in specificity than the basic model, but the AUROCs were

0.80 or higher.

5.3. Variable importance

All variables included in the developed model were grouped as predisposing factors,
precipitating factors, nursing assessments, and nursing documentation patterns. The top
20 important predictors for the random forest model are shown in Figure 10. The most
significant variable was the last GCS in Model | and the maximum pain score in Mode II.
Among the important variables, GCS, RASS, pain, and documentation frequency patterns
(single vital sign, RASS, and GCS) were ranked higher than the precipitating and
predisposing factors and actual values of vital signs in both models. These predictors

were extracted from nursing assessments and nursing flowsheets in EMR.
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Figure 10 Top 20 important predictors in the random forest models
Note. BT = body temperature; GCS = Glasgow Coma Scale; PR = pulse rate; RASS =

Richmond Agitation-Sedation Scale; RR = respiratory rate; SBP = systolic blood pressure;

SpO; = oxygen saturation.
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5.4. Calibration plot

A calibration plot of the random forest models for delirium prediction is shown in
Figure 11. Both classification models had similar AUROCSs with 95% Cls (Model I: 0.975
[0.967, 0.982], Model I1: 0.951 [0.940, 0.962]). The calibration plot shows that the class

probabilities of the two models were similar in the test set, but Model | was slightly

dominant.

100 -

80

60 - /

40

Observed Event Percentage

20 e

Model I
Model II

Bin Midpoint

Figure 11 Calibration curves for random forest models
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5.5. Comparison between machine learning models

The random forest method showed the best predictive performance in the
development cohort. The DelLong test was performed to compare the AUROCS between
the models (p <.05 indicated statistical significance) (Figure 12). The AUROCSs with 95%
Cls of Models I and Il were 0.975 [0.967, 0.982] and 0.951 [0.940, 0.962], respectively.
The best delirium prediction models’ performance, with or without GCS and RASS
values as predictors, was over 0.950 (AUROC). The DeLong test showed that Model |

had a statistically higher predictive performance than Model 11 (z = 4.530, p <.001).
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Figure 12 Comparison of random forest models

Note. AUROC = area under the receiver operating characteristic.
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5.6. External validation

External validation was conducted to determine the generalizability of the developed
models. The confusion matrix for the external validation is presented in Table 11. Neural
network and logistic regression showed the best accuracies for Models 1 (0.832) and Il
(0.749). The predictive performance of Model | was in the order of neural network,
logistic regression, and random forest, with AUROCs and 95% ClIs of 0.825 [0.796,
0.853], 0.799 [0.768, 0.830], and 0.770 [0.733, 0.808], respectively (Table 12).
Meanwhile, for Model 11, logistic regression had the best predictive performance,
followed by random forest, with AUROCs and 95% Cls of 0.833 [0.806, 0.860] and
0.791 [0.764, 0.818], respectively. The developed delirium prediction models’
performance in external validation, with or without actual GCS and RASS values as
predictors, was over 0.770 (AUROC) in logistic regression and random forest methods.

The best predictive performance model for external validation was the logistic
regression method in Model I, with an AUROC of 0.833 (95% CI [0.806, 0.860]). This
model’s sensitivity was 0.736, specificity was 0.750, PPV was 0.148, NPV was 0.990, F1

score was 0.329, and Youden index was 0.486.
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Table 11 Confusion matrix of external validation

Actual

Model Prediction Non- Accuracy
modeling method  Predicted Delirium . [95% CI]
delirium

Model | Logistic Delirium 133 470 0.788
regression Non-delirium 87 1939 [.772,.804]
Support vector Delirium 132 1230 0.499
machine Non-delirium 88 1179 [.479, .518]
Random Forest  Delirium 167 1124 0.552
Non-delirium 53 1285 [.533, .571]
Neural network  Delirium 124 346 0.832
Non-delirium 96 2063 [.817, .846]
Mode 11 2 Logistic Delirium 162 603 0.749
regression Non-delirium 58 1806 [.732, .765]
Support vector Delirium 179 1193 0.530
machine Non-delirium 41 1216 [.511, .550]
Random Forest  Delirium 207 1327 0.490
Non-delirium 13 1082 [.471, .510]
Neural network  Delirium 209 1602 0.387
Non-delirium 11 807 [.368, .405]

Note. Cl = confidence interval.
2 The model used predictors excluding the actual values of GCS and RASS among
Model I predictors.
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Table 12 Model performance of each model in the external validation

Model AUROC [95% CI] Sensitivity Specificity PPV NPV F1score Yi?]légin
Model |
Logistic
regression 0.799 [.768, .830] 0.605 0.805 0145 0979 0323  0.409
SUPPOTtVector ¢ 551511, 579] 0.559 0.537 0108 0950  0.169  0.096
machine
Random forest ~ 0.770 [.733, .808] 0.759 0.533 0129 0960 0221  0.293
Neural 0.825 [.796, .853] 0.564 0.856 0161 0974 0359  0.420
Network
Model 11 2
Logistic 0.833 [.806, .860] 0.736 0.750 0148 0990 0329  0.486
regression
SUPPOTLVeCtor ) seq 1632, .687] 0.814 0.505 0130 0967 0225  0.318
machine
Random forest ~ 0.791 [.764, .818] 0.941 0.449 0124 0986 023  0.390
Neural 0.642 [.803, .853] 0.950 0.335 0135 0992 0206  0.285
Network

Note. AUROC = area under the receiver operating characteristic; ClI = confidence interval; NPV = negative predictive
value; PPV = positive predictive value.
2 The model used predictors excluding the actual values of GCS and RASS among Model | predictors.
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V1. DISCUSSION

This study was a retrospective cohort study that used nursing data that reflected
time variation in EMR to develop and validate machine learning-based delirium
prediction models for ICU patients. The MIMIC-IV database was used for model
development and internal validation. An EMR database from a single tertiary hospital in
Seoul, South Korea, was used for external validation to evaluate the predictive
performance of the developed models. This chapter discusses the delirium incidence and
general characteristics of delirium group in cohorts as well as the models’ development
and predictive performance of developed models. Finally, the chapter concludes with a

discussion of the study’s significance, limitations, and suggestions for future research.

6.1. Delirium incidence and general characteristics of delirium group

In the development and external validation cohorts, the delirium incidence 24 hours
after ICU admission were 17.0% and 8.4%, respectively. A previous study reported that
delirium was detected in 21.1-30.8% of patients in a mixed ICU and 32.1% in a cardiac
ICU (van den Boogaard et al., 2012; Guenther et al., 2013; van den Boogaard et al., 2014;
Wassenaar et al., 2015; Moon et al., 2018; Hur et al., 2021), which was more prevalent
than reported in the current study. The previous studies were conducted prospectively and

assessed delirium by trained researchers using CAM-ICU at the bedside. The incidence of
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delirium may be under reported if the healthcare provider did not write delirium-related
records in the EMR or did not recognize hypoactive delirium, which occurs more
frequently than hyperactive (Barr & Pandharipande, 2013; Krewulak et al., 2018). In
addition, while other studies excluded patients with neurologic or psychiatric diseases,
severe visual or hearing disorders, and aphasia (Wassenaar et al., 2015; Moon et al., 2018;
Zhao & Luo, 2021), the current study did not limit patients’ diagnoses, whether or not
they underwent surgery, or ICU type. Furthermore, the current study excluded patients
with delirium within 24 hours of ICU admission. Therefore, the delirium incidence
reported here may be lower compared to previous studies.

In the current study, the delirium incidence was lower in the external validation
cohort (8.4%) than in the development cohort (17.0%). These results were similar to a
meta-analysis on ICU delirium conducted in 18 studies which reported that the overall
pooled delirium incidence were 4% (hyperactive), 11% (hypoactive), and 7%
(mixed) (Krewulak et al., 2018). On the other hand, two studies conducted in South
Korea reported that the incidences of delirium were 21.1% and 30.8% (Moon et al., 2018;
Hur et al., 2021), which was higher than that of the current external validation cohort. The
higher reported incidences may be owing to differences in the delirium assessment tools
(previous studies used CAM-ICU and external validation cohort used ICDSC for delirium
screening) or the longer ICU stays. The CAM-ICU and ICDSC are well-validated tools,
but CAM-ICU has higher specificity than ICDSC (Barr et al., 2013) and is superior in

detecting delirium in patients who use mechanical ventilation (Chen et al., 2021).
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The characteristics of delirium patients in the current study are consistent with
previously reported studies, such as older age, history of dementia, mechanical ventilation,
physical restraints, length of ICU stay, and fall history (Barr et al., 2013; Zaal et al., 2015;
Krewulak et al., 2020). History of hypertension was reported as inconsistent or moderate
evidence predictors by other studies (Devlin et al., 2018; Mufti et al., 2019; Hur et al.,
2021). Similarly, the current study showed inconsistent results; the proportion of
hypertensive patients was higher in the non-delirium group in the development cohort and
the delirium group in the external validation cohort than in the other group.

Pain is reported as a risk factor for postoperative delirium, and untreated pain is
related to agitation or anxiety rather than delirium (Barr & Pandharipande, 2013; Aldecoa
et al., 2017). In the current study, the maximum pain score and the proportion of patients
who underwent surgery were lower in the delirium group than in the non-delirium group.
The cohorts of this study were selected regardless of surgical history, and therefore, the

pain score may be lower in patients with delirium who did not undergo surgery.

6.2. Development of delirium prediction models

This study developed delirium prediction models using nursing data that reflected
time variability. The EMR data included in the developed models were demographic data,
clinical history, clinical characteristics, laboratory test, nursing assessments, and nursing

documentation patterns of frequency and intervention. The nursing assessment contains
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actual values based on assessment tools and the measurement of vital signs. Nursing
documentation patterns include frequency and intervention patterns extracted from
nursing flowsheets and records of medication administration (Collins & Vawdrey, 2012;
Collins et al., 2013; Schnock et al., 2021). The most important variables for delirium
prediction were GCS, RASS, pain score, and documentation frequency patterns; these
were ranked higher among the top 20 important predictors than well-known modifiers,
such as age, operation, physical restraints, and serum creatinine level. According to the
guideline, GCS is not related to delirium incidence (Devlin et al., 2018) or did not show
an important feature (Wassenaar et al., 2015). However, GCS was identified as the most
important predictor in the current study. Similarly, a recent study used GCS scores (eye,
verbal, and motor) for the development of delirium prediction models and ranked second
(GCS, verbal) and eighth (GCS, motor) among delirium predictors (Hur et al., 2021). In
addition, a study used the level of consciousness score to develop delirium risk scoring
algorithms (Moon et al., 2018).

It should be noted that there may be differences between the critical features
identified by analyzing data patterns based on machine learning methods and previously
known delirium risk factors. Delirium is an acute state of confusion assessed by
healthcare providers. It may be associated with GCS and RASS scores. In the current
study, the AUROCs of the developed models using the random forest method were 0.975
and 0.951, respectively, depending on whether GCS and RASS were included as

predictors or not. The models achieved good predictive performance regardless of GCS
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and RASS. GCS and RASS are valuable resources that can be used without missing
values in predictive models because they are assessed and recorded periodically in ICUs.
Therefore, GCS and RASS can be used as important predictors to predict delirium
depending on the hospital environment.

Nursing documentation patterns were identified as frequency and intervention in
the nursing data. These patterns have been previously used to predict mortality (Collins et
al., 2013; Fu et al., 2021), cardiac arrest (Collins & Vawdrey, 2012; Fu et al., 2021), and
patient deterioration (Schnock et al., 2021). A study reported that ICU patients with
delirium risk had significantly increased all-cause mortality and prolonged durations of
ICU and hospital stay (Fan et al., 2019). Therefore, using nursing documentation patterns
as predictors in delirium prediction models may be acceptable. In the current study,
approximately 95% of ICU patients in the external validation cohort experienced stat
medication administration and withholding scheduled medication. Nursing
documentation patterns may vary according to the hospital policy, guidelines, and the
clinical environment. Therefore, intervention patterns from data on medication
administration should be considered as a predictor according to each hospital’s data
patterns.

The selected predictors in the current study were slightly different from previously
reported delirium risk factors. This study selected predictors considering available

variables in two cohorts and focused on nursing data that represented time variation. As a
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result, GCS, RASS, pain, and nursing documentation patterns were ranked higher than
previously reported risk factors.

EMR data accumulate continuously, and their patterns can change according to
patient conditions. Therefore, this study used a sliding window of 24 hours to represent
the most recent patient condition before the onset of delirium. The sliding window
methods used here required the instance at which data should be extracted in the non-
delirium group during ICU stay to be determined. The DYNAMIC-ICU model was
developed with accumulated information that reflected the time variation by risk
factors (Fan et al., 2019). In contrast, the fall risk prediction model using a time-variant
method extracted data on fallers within 24 hours before their fall, while all data were used
for non-fallers (Cho et al., 2019). The current study extracted data on the delirium group
within 24 hours before delirium onset, and all accumulated data were extracted in the
non-delirium group.

Additionally, in the current study, data were extracted from the first 24 hours after
ICU admission (control A) and the last 24 hours before ICU discharge (control B) to
compare the predictive performance of the developed models according to the feature
selection time of the non-delirium group. Thus, the developed delirium prediction models’
AUROC:s, regardless of the feature selection time in the non-delirium group, were over
0.846 in the random forest method. The control B model (relatively low severity
condition during ICU stay in the non-delirium group) had a slightly better predictive

performance than the control A model (relatively high severity condition in the non-
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delirium group). These results are similar to a previous study that reported delirium

predicted performance using first, last, and maximum data (Moon et al., 2018).

6.3. Predictive performance of the developed delirium models

This study developed four prediction models each of which depended on the
predictors. In recent studies, the best performing delirium prediction models’ methods
were random forest with an AUROC and 95% CI of 0.92 [0.91, 0.92] (Hur et al., 2021)
and logistic regression with AUROC and 95% CI of 0.90 [0.86, 0.94] (Fan et al., 2019).
Meanwhile, in the current study, random forest and logistic regression models had
AUROCs and 95% Cls of 0.975 [0.967, 0.982] and 0.915 [0.897, 0.932], respectively.
Although direct comparisons are difficult due to differences in predictors and follow-up
duration, the current study’s models showed acceptable performance compared with the
previous models.

The PRE-DELIRIC model showed similar performance in internal (AUROC: 0.87)
and external validation (AUROC: 0.84) reported by a study conducted in five ICUs in the
Netherlands (one hospital was used for model development and internal validation, and
four were used for external validation) (van den Boogaard et al., 2012). The PRIDE
model showed AUROCs of 0.92 in the internal validation (EMR data from South Korea)
and 0.72 in the external validation (EMR data from Boston) (Hur et al., 2021). In the

current study, the developed models showed the best AUROCs of 0.98 in the internal
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validation (EMR data from Boston) and 0.77 in the external validation (EMR data from
South Korea). In addition, the delirium group of both cohorts had different characteristics
in the history of hypertension or visual/hearing deficits; and nursing documentation
patterns (frequency and intervention). The non-delirium group in the development cohort
and the delirium group in the external validation cohort had higher proportions of patients
with hypertension or visual/hearing deficits. In nursing documentation patterns, the
delirium group in the development cohort and the non-delirium group in the external
validation cohort had higher documentation frequency of vital signs and administration of
PRN/stat medication. Furthermore, the proportions of patients who underwent surgery or
used foley catheter and administration of PRN/stat medication were remarkably higher in
the external validation cohort than in the development cohort. The current study’s results
indicate that differences in documentation culture, practice patterns, the policies, and the
guidelines of each hospital may have different data characteristics, which may influence

internal and external validation predictive performance.

6.4. Significance of the study

6.4.1. Nursing theory

This study used the HPM-ExpertSignals framework to develop delirium prediction
models. This framework provides evidence of the importance of information (data

patterns) in EMR for the clinical outcome prediction models. The delirium prediction
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models in the current study were developed using information such as modifiers and data
patterns representing nurses’ behaviors. Thus, the importance of nursing data in
prediction models was identified based on the current study’s conceptual framework. The
results of the current study will add scientific knowledge to bridge the gap between
theory and clinical practice and help develop delirium prediction models for use in

clinical practice.

6.4.2. Nursing research

The current study used nursing data recorded for the changing conditions of ICU
patients to develop delirium prediction models that reflect time variability. Nursing data
consisting of nursing assessments and nursing documentation patterns were identified as
important features in the developed models. This result demonstrates the reusability of
nursing data that reflects the variations of patients’ conditions over time in the clinical
prediction model. The models developed in this study may be used as fundamental
resources for developing the clinical decision support algorithms in EMR for predicting
delirium in ICUs. Furthermore, the findings of the current study provide additional
insights and evidence regarding developing various clinical outcome prediction models

that apply various forms of nursing data as important predictors.
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6.4.3. Nursing practice

This study provides a practical strategy for delirium screening of ICU patients by
using delirium prediction models without the need for additional assessments. The current
study identified important features of nursing data to predict delirium, and these models
were validated using domestic EMR to confirm their applicability in Korean healthcare
environments. Further studies, such as the development of the clinical decision support
system in EMR for delirium prediction, may facilitate the application of the developed
models to clinical practice. In addition, the importance of nursing data reflecting nurses’
concerns about patients in the current study is significant in that it presented a direction to
improve the usability of an EMR that can record and communicate nurses’ clinical

judgments about patients’ conditions.

6.5. Limitations

This study has several limitations. First, it was conducted retrospectively using EMR
data. CAM-ICU or ICDSC are assessed periodically in clinical practice, thus identifying
patients with delirium at an early stage or may delay the recording than the actual
occurrence of delirium. Therefore, a gap may occur between the actual delirium time of
onset and the time it was recorded in the EMR.

Second, selection bias may have occurred as patients with missing data or outliers

were excluded from the cohort. Retrospective EMR data may contain missing or incorrect
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information. Therefore, data require preprocessing to create a suitable dataset to apply
machine learning techniques.

Third, this study extracted structured information from the nursing data. Structured
and unstructured data are stored in the EMR database of each hospital (Abhyankar et al.,
2014). Notably, unstructured data contain richer information (Hashir & Sawhney, 2020)
that can facilitate the discrimination of diseases or events. However, this study did not
consider unstructured data because the two cohorts used different languages in the EMR
as well as different EMR systems.

Fourth, even though the developed delirium prediction models were validated
internally and externally, there may be limitations in applying them to clinical practice.
This study focused more on the applicability and usability of nursing data for delirium
prediction models but not on ease of use in clinical practice. Therefore, this current study
did not create prediction algorithms or formula for scores assigned to each predictor that
is easy to apply in clinical practice.

Finally, the developed model used data from the MIMIC database in Boston, USA,
and external validation used EMR from a single tertiary hospital in Seoul, South Korea,
to support its generalizability. However, since only two hospitals’ EMRs were used, it is

necessary to interpret the results carefully.
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6.6. Suggestions for future studies

This study developed and validated delirium prediction models for ICU patients
using nursing data. Some suggestions for future studies are as follows. First, the current
study was performed retrospectively using EMR. The developed delirium prediction
models may be applied to prospective longitudinal cohort studies for validation purposes.
A prospective design would enable the measurement of all predictors identified in the
developed models and delirium occurrences, which would minimize missing values and
maintain the integrity of the data; this may also help examine the validity of the
developed models. In addition, environmental factors that are important delirium risk
factors but not recorded in EMR, such as sleep disturbance (Moon et al., 2018; Fan et al.,
2019), may be observed during ICU stay.

Second, this study did not consider free-text data as a source of predictors. Further
studies propose using and validating unstructured data, including the clinical context, to
predict delirium accurately. In addition, to utilize unstructured data in prediction models,
it is necessary to extract and validate vocabulary lists indicating delirium risk in EMR
data through healthcare providers’ knowledge and expertise.

Third, the findings of the current study may be used to facilitate the development of
prediction algorithms or formulas, such as clinical decision support systems, for clinical
practice applications. These formulas may be generated using the identified features of
the developed delirium prediction models, and the developed formula should be validated

using other datasets. In addition, such prediction formulas may be applied to EMR in the
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form of clinical decision support systems to predict delirium.

Finally, several important features in the prediction models were derived from
nursing documentation patterns. These patterns have been identified in prediction models
of other clinical outcomes, such as cardiac arrest, mortality, and pressure injury. Future
studies should also identify changes in delirium-specific nurses’ behavior, such as
increased surveillance activity and additional observations before delirium onset, and

these should be extracted as documentation or intervention patterns stored in the EMR.
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VIlI. CONCLUSION

This study developed and validated machine learning-based delirium prediction
models for ICU patients using nursing data that reflected time variation in EMRs. The
most important predictors of delirium prediction models were GCS, RASS, pain, and
documentation frequency. The best machine learning method in developed models was
random forest, and it was validated internally and externally in two different hospitals’
EMR environments with acceptable performance. Therefore, the delirium prediction
models developed using nursing data with predisposing and precipitating factors were
able to discriminate patients at risk of delirium occurrence. In addition, the importance of
nursing data that reflected nurses’ clinical judgments and time variation in patients’
conditions was identified. The evidence and insights revealed by the current study may be
used for developing delirium prediction algorithms for application in clinical practice as a
form of clinical decision support systems in EMR. Future research can utilize the result of

the current study to develop prediction models associated with clinical outcomes.
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APPENDICES

Appendix 1 TRIPOD Checklist: Model Development and Validation

Section/Topic Item Checklist Iltem Page
Title and abstract
Identify the study as developing and/or validating a multivariable
Title 1 D;V | prediction model, the target population, and the outcome to be vii
predicted.
Provide a summary of objectives, study design, setting, participants,
Abstract 2 D;V | sample size, predictors, outcome, statistical analysis, results, and vii
conclusions.
Introduction
Explain the medical context (including whether diagnostic or
Background and 3a D;V prog_nqstic) and raFionaIe_ for developing or \{al_idating the multivariable 14
objectives predl_ctlon merI, .|nclu<_j|ng re_ferences to existing models_.
3b D'V Specify the objectl\{es, _mcludlng whether the study describes the 45
’ development or validation of the model or both.
Methods
Describe the study design or source of data (e.g., randomized trial,
da D;V | cohort, or registry data), separately for the development and validation 28-29
Source of data data sets, if applicable.
. Specify the key study dates, including start of accrual; end of accrual;
4b DV and, if applicable, end of follow-up. 28-29
Specify key elements of the study setting (e.g., primary care,
5a D;V | secondary care, general population) including number and location of 28-29
Participants centres.
5b D;V Describe eligibility criteria for participants. 31-32
5¢c D;V | Give details of treatments received, if relevant. 31-32
6 . Clearly define the outcome that is predicted by the prediction model,
a DV | ? 34-36
Outcome including how and when assessed.
6b D;V | Report any actions to blind assessment of the outcome to be predicted. —
Clearly define all predictors used in developing or validating the
7a D;V | multivariable prediction model, including how and when they were 36-37
Predictors measured.
. Report any actions to blind assessment of predictors for the outcome
7b D;V . -
and other predictors.
Sample size 8 D;V | Explain how the study size was arrived at. 38
Describe how missing data were handled (e.g., complete-case analysis,
Missing data 9 D;V | single imputation, multiple imputation) with details of any imputation 39-41
method.
10a D Describe how predictors were handled in the analyses. 3941
Specify type of model, all model-building procedures (including any
10b D ; . - A 44-51
predictor selection), and method for internal validation.
Statistical analysis | 10c \Y For validation, describe how the predictions were calculated. 51-53
methods 10d DV Specify all measures used_to assess model performance and, if 51_53
relevant, to compare multiple models.
10e v Degcrit_)e any model updating (e.g., recalibration) arising from the 51-31
validation, if done.
Risk groups 11 D;v Provide details on how risk groups were created, if done. 34-36
Development vs. 12 v For validation, identify any differences from the development data in 4751

validation

setting, eligibility criteria, outcome, and predictors.
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Results

Describe the flow of participants through the study, including the

13a D'V number of participants with and without the outcome and, if 54,
’ applicable, a summary of the follow-up time. A diagram may be Figure3
helpful.
Participant Describe the characteristics of the participants (basic demographics,
articipants 13b D;V | clinical features, available predictors), including the number of 54-59
participants with missing data for predictors and outcome.
For validation, show a comparison with the development data of the
13c \Y distribution of important variables (demographics, predictors and 54-59
outcome).
14a D Speuf_y the number of participants and outcome events in each 54 59
Model analysis.
development If done, report the unadjusted association between each candidate
14b D - Table 8
predictor and outcome.
Present the full prediction model to allow predictions for individuals
Model 15a D (i.e., all regression coefficients, and model intercept or baseline 67
specification survival at a given time point).
15b D Explain how to the use the prediction model. 61-67
Model 16 D;v Report performance measures (with CIs) for the prediction model. 64,72
performance
. If done, report the results from any model updating (i.e., model
Model-updating 1 v specification, model performance). B
Discussion
Limitations 18 DV Discuss any I|m|tat|_ons of the _study (such as nonrepresentative sample, 8283
few events per predictor, missing data).
For validation, discuss the results with reference to performance in the
19 \Y% o 75-80
. development data, and any other validation data.
Interpretation - - - — —
. Give an overall interpretation of the results, considering objectives,
19b D;V A S h . 73-80
limitations, results from similar studies, and other relevant evidence.
L . Discuss the potential clinical use of the model and implications for
Implications 20 D)V future research. 80-82
Other information
Supplementary . Provide information about the availability of supplementary resources,
: - 21 D;V -
information such as study protocol, Web calculator, and data sets.
Funding 2 DV Give the source of funding and the role of the funders for the present 3

study.
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Appendix 2 MIMIC-IV database

Module Table Definition
Core admissions Demographics for the patients
patients Record for each hospitalization
transfers Record for each ward stay within a hospitalization
hosp d_hcpcs Description of recorded in hpcsevents
d_icd_diagnoses Description of ICD billed diagnoses
d_icd_procedures  Description of ICD billed procedures
d_labitems Description of all laboratory measurements
diagnoses_icd Billed ICD diagnoses for patients
drgcodes Bll!ed diagnosis related groups (DRG) codes for
patients
Barcode scanning of medications at the time of
emar ARSI
administration
emar_detail Supplementary information or recorded in emar
hpcsevents Billed events occurring during the hospitalization
Contains all laboratory measurements for a given
labevents .
patient
microbiologyevents Contains microbiology cultures information
harmac Detailed information ~ regarding  prescriptions
P y (formulary dose, route, frequency, dose, duration)
poe Orders made by providers relating to patient care
. Supplementary information for orders made by
poe_detail . . .
providers in the hospital
prescriptions Contains medication related order entries
procedures_icd Billed procedures for patients during their hospital stay
. Lists services that a patient was admitted/transferred
services
under
ICU d_items Definition table for all items in the ICU module
Contains all charted data for all patients during the ICU
chartevents

datetimeevents

stay
Contains all date formatted data
Tracking information for each ICUSTAY_ID in the

ICU stays database

inputevents Input data for patients

outputevents Output data for patients

procedureevents Contains procedures during the ICU stay

Note. DRG = Diagnosis related group; ICD = international classification of disease;

ICU = intensive care unit; MIMIC = Medical Information Mart for Intensive Care.
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Appendix 3 Credentialing applications from PhysioNet

@] I % https;//physionet.org/settings/credentialing/applications/ A @ i)

PhysioNet

My Credentialing Applications

Application Date: Feb. 11, 2021

User: ystelra

My first (given) name(s): Mihui

My last (family) name(s): Kim

Suffix (e.g., Jr), if applicable:

PhysioNet e-mail: ystelra50@gmail.com
Researcher's Category: Student
Organization Name: Yonsei University
Job title or position: Student researcher
City: Seoul

State/Province:

ZIP/postal code: 03722

Country: Korea (the Republic of)
Webpage:

Reference Category: Supervisor (required for students and Postdocs)
Reference's Name: Mona Choi

Reference's Email: monachoi@yuhs.ac

Reference's Organization:

Reference's job title or position: PhD

Research Topic: ICU delirium prediction model
Date of this agreement: Feb. 11, 2021, 3:44 am.

Decision Date: Feb. 26, 2021
Decision: Accept
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Appendix 4 Approval from the institutional review board
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Appendix 4 Approval from the institutional review board (continued)
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Appendix 5 International Classification of Disease codes

ICD IC'.:) Code titles
code version
Dementia
G30 10  Alzheimer's disease
G300 10  Alzheimer's disease with early onset
G301 10  Alzheimer's disease with late onset
G308 10  Other Alzheimer's disease
G309 10  Alzheimer's disease, unspecified
FO1 10  Vascular dementia
F015 10  Vascular dementia
F0150 10  Vascular dementia without behavioral disturbance
FO151 10  Vascular dementia with behavioral disturbance
F02 10  Dementia in other diseases classified elsewhere
F028 10  Dementia in other diseases classified elsewhere
F0280 10  Dementia in other diseases classified elsewhere without behavioral disturbance
F0281 10 Dementia in other diseases classified elsewhere with behavioral disturbance
FO3 10  Unspecified dementia
F039 10  Unspecified dementia
F0390 10  Unspecified dementia without behavioral disturbance
F0391 10  Unspecified dementia with behavioral disturbance
29010 9 Presenile dementia, uncomplicated
29011 9 Presenile dementia with delirium
29012 9 Presenile dementia with delusional features
29013 9  Presenile dementia with depressive features
3310 9 Alzheimer's disease
29040 9  Vascular dementia, uncomplicated
29041 9 Vascular dementia, with delirium
29042 9 Vascular dementia, with delusions
29043 9  Vascular dementia, with depressed mood
29410 9 Dementia in conditions classified elsewhere without behavioral disturbance
29411 9 Dementia in conditions classified elsewhere with behavioral disturbance
2900 9  Senile dementia, uncomplicated
29020 9 Senile dementia with delusional features
29021 9  Senile dementia with depressive features
2908 9  Other specified senile psychotic conditions
Hypertension
110 10  Essential (primary) hypertension
111 10  Hypertensive heart disease
1110 10  Hypertensive heart disease with heart failure
1119 10  Hypertensive heart disease without heart failure
112 10  Hypertensive chronic kidney disease
1120 10  Hypertensive chronic kidney disease with stage 5 chronic kidney disease or end stage
renal disease
1129 10  Hypertensive chronic kidney disease with stage 1 through stage 4 chronic kidney disease,
or unspecified chronic kidney disease
113 10  Hypertensive heart and chronic kidney disease
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Appendix 5 International Classification of Disease codes (continued)

ICD

ICD

- Code titles
code  version
1130 10  Hypertensive heart and chronic kidney disease with heart failure and stage 1 through
stage 4 chronic kidney disease, or unspecified chronic kidney disease
1131 10  Hypertensive heart and chronic kidney disease without heart failure
11310 10  Hypertensive heart and chronic kidney disease without heart failure, with stage 1 through
stage 4 chronic kidney disease, or unspecified chronic kidney disease
11311 10  Hypertensive heart and chronic kidney disease without heart failure, with stage 5 chronic
kidney disease, or end stage renal disease
1132 10  Hypertensive heart and chronic kidney disease with heart failure and with stage 5 chronic
kidney disease, or end stage renal disease
4010 9 Malignant essential hypertension
4011 9 Benign essential hypertension
4019 9 Unspecified essential hypertension
40200 9 Malignant hypertensive heart disease without heart failure
40201 9 Malignant hypertensive heart disease with heart failure
40210 9 Benign hypertensive heart disease without heart failure
40211 9 Benign hypertensive heart disease with heart failure
40290 9 Unspecified hypertensive heart disease without heart failure
40291 9  Unspecified hypertensive heart disease with heart failure
40400 9 Hypertensive heart and chronic kidney disease, malignant, without heart failure and with
chronic kidney disease stage | through stage 1V, or unspecified
40401 9 Hypertensive heart and chronic kidney disease, malignant, with heart failure and with
chronic kidney disease stage | through stage 1V, or unspecified
40402 9 Hypertensive heart and chronic kidney disease, malignant, without heart failure and with
chronic kidney disease stage V or end stage renal disease
40403 9 Hypertensive heart and chronic kidney disease, malignant, with heart failure and with
chronic kidney disease stage V or end stage renal disease
40410 9 Hypertensive heart and chronic kidney disease, benign, without heart failure and with
chronic kidney disease stage | through stage 1V, or unspecified
40411 9 Hypertensive heart and chronic kidney disease, benign, with heart failure and with
chronic kidney disease stage | through stage 1V, or unspecified
40412 9 Hypertensive heart and chronic kidney disease, benign, without heart failure and with
chronic kidney disease stage V or end stage renal disease
40413 9 Hypertensive heart and chronic kidney disease, benign, with heart failure and chronic
kidney disease stage V or end stage renal disease
40490 9 Hypertensive heart and chronic kidney disease, unspecified, without heart failure and
with chronic kidney disease stage | through stage IV, or unspecified
40491 9 Hypertensive heart and chronic kidney disease, unspecified, with heart failure and with
chronic kidney disease stage | through stage 1V, or unspecified
40492 9 Hypertensive heart and chronic kidney disease, unspecified, without heart failure and
with chronic kidney disease stage V or end stage renal disease
40493 9 Hypertensive heart and chronic kidney disease, unspecified, with heart failure and chronic

kidney disease stage V or end stage renal disease
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Appendix 6 Delirium occurrence based on day and time of onset

External validation cohort
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Appendix 7 Confusion matrix of control A models

Actual

Control A® Prediction Non- Accuracy

model  modeling method  Predicted Delirium . [95% CI]
delirium

Model I Logistic Delirium 264 395 0.761

regression Non-delirium 60 1178 [.740, .779]

Support vector Delirium 228 246 0.820

machine Non-delirium 96 1327 [.802, .837]

Random Forest  Delirium 244 183 0.861

Non-delirium 80 1390 [.844, .876]

Neural network  Delirium 244 331 0.783

Non-delirium 80 1242  [.764, .802]

Mode I1®  Logistic Delirium 263 630 0.636

regression Non-delirium 61 943  [.614, .657]

Support vector Delirium 218 435 0.715

machine Non-delirium 106 1138 [.694, .735]

Random Forest  Delirium 238 332 0.780

Non-delirium 86 1241  [.760, .798]

Neural network  Delirium 244 537 0.675

Non-delirium 80 1036  [.653, .696]

Note. Cl = confidence interval.

a Data were extracted from the first 24 hours after ICU admission in the control group.

® Predictors excluding the actual values of GCS and RASS among Model | predictors
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Appendix 8 Confusion matrix of control B models

Actual

Control B 2 Prediction Non- Accuracy

model  modeling method  Predicted Delirium . [95% CI]
delirium

Model I Logistic Delirium 251 237 0.837

regression Non-delirium 73 1336 [.819, .853]

Support vector Delirium 247 188 0.860

machine Non-delirium 77 1385  [.844, .876]

Random Forest ~ Delirium 251 101 0.908

Non-delirium 73 1472 [.894,.921]

Neural network  Delirium 249 230 0.839

Non-delirium 75 1343  [.822, .856]

Mode I1®  Logistic Delirium 258 409 0.750

regression Non-delirium 66 1164  [.730, .769]

Support vector Delirium 244 311 0.794

machine Non-delirium 80 1262  [.775,.812]

Random Forest ~ Delirium 258 238 0.840

Non-delirium 66 1335  [.823, .856]

Neural network  Delirium 265 424 0.745

Non-delirium 59 1149  [.725, .765]

Note. Cl = confidence interval.

2 Data were extracted from the last 24 hours before ICU discharge in the control group.

® Model used predictors excluding the actual values of GCS and RASS among Model |

predictors
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Appendix 9 Model performance of control A models

a
Control A S;{Z%IC] Sensitivity ~ Specificity PPV NPy L Youden
Model |
Logistic 0.856 0.815 0.749 0.401 0.952 0.537 0.564
regression  [.834, .878]
Support 0.774 0.704 0.844 0.481 0.933 0.571 0.547
vector [.747, .800]
machine
Random 0.896 0.753 0.884 0.571 0.946 0.650 0.637
forest [.877,.914]
Neural 0.853 0.753 0.790 0.424 0.940 0.543 0.543
Network [.831, .875]
Model 11°
Logistic 0.781 0.812 0.599 0.295 0.939 0432 0.411
regression  [.753, .808]
Support 0.698 0.673 0.724 0.334 0.915 0.446 0.396
vector [.670, .726]
machine
Random 0.846 0.735 0.789 0.418 0.935 0.532 0.524
forest [.823, .868]
Neural 0.790 0.753 0.659 0.312 0.928 0.442 0.412
Network [.762, .818]

Note. AUROC = area under the receiver operating characteristic; Cl = confidence interval,

NPV = negative predictive value; PPV = positive predictive value.

2 Data were extracted from the first 24 hours after ICU admission in the control group.

® Model used predictors excluding the actual values of GCS and RASS among Model |

predictors
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Appendix 10 Model performance of control B models

a
C‘mgLIB S;Z%?] Sensitivity ~ Specificity PPV NPV "1 Yﬁ}‘é‘ii“
Model |
Logistic 0.886 0.775 0.849 0.514 0.948 0.618 0.624
regression  [.863, .908]
Support 0.821 0.762 0.881 0.568 0.947 0.651 0.643
vector [.797, .846]
machine
Random 0.926 0.775 0.936 0.713 0.953 0.743 0.710
forest [.940, .962]
Neural 0.858 0.769 0.854 0.520 0.947 0.620 0.622
Network [.832, .884]
Model 11 °
Logistic 0.843 0.796 0.740 0.387 0.946 0.521 0.536
regression  [.818, .869]
Support 0.779 0.753 0.802 0.440 0.940 0.555 0.555
vector [.752, .803]
machine
Random 0.897 0.796 0.849 0.520 0.953 0.629 0.645
forest [.878, .916]
Neural 0.834 0.818 0.730 0.385 0.951 0.523 0.548
Network [.809, .859]

Note. AUROC = area under the receiver operating characteristic; Cl = confidence interval,

NPV = negative predictive value; PPV = positive predictive value.

2 Data were extracted from the last 24 hours before ICU discharge in the control group.

® Model used predictors excluding the actual values of GCS and RASS among Model |

predictors
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