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ABSTRACT This paper presents a method for measuring human respiration using a thermal camera.
Respiration, being a commonly monitored biomedical signal, has traditionally been measured using contact-
based methods, which can cause discomfort and skin damage to patients. With the need for non-contact
respiration measurement to prevent infection in the post-COVID-19 era, previous studies encountered
challenges in applying non-contact methods in clinical settings due to the distortion of respiratory signals
caused by high-dimensional filters. To address these limitations, this paper proposes the use of a thermal
camera for non-contact data acquisition and accurate respiratory rate (RR) prediction, even in the presence
of noisy respiratory signals. The proposed method leverages a multi-resolution window (MW) and phase-
sensitive (PS) processing. Specifically, thermal images are captured using an infrared (IR) thermal camera,
and the respiratory signal is extracted from the series of thermal images. The MWmethod, employing three
windows of different sizes in the time domain, is then applied to the extracted respiratory signal. The resulting
MW output is transformed into the frequency domain using the Fourier synchro-squeezed transform (FSST).
The PS processing involves the multiplication of the converted signal, which is in polar form after a phasor
operation. The processed data is utilized to train two bidirectional Long Short-Term Memory (bi-LSTM)
networks, and the RR is calculated based on the trained model. To validate the proposed model, a total of
37 surgical patients were involved, with 20 patients used for training and 17 patients for testing. Six deep
learningmodels were designed and their performances were compared. The results indicate that the proposed
model outperformed the others, achieving a test classification accuracy of 98.06% and a root mean square
error (RMSE) of 0.381. Despite being non-invasive and non-contact, our method demonstrates high accuracy
in predicting RR, attributed to the utilization of MW and PS processing. Therefore, it holds potential for
application in clinical environments, such as monitoring patients with pulmonary diseases or in intensive
care units (ICUs).

INDEX TERMS Thermal imaging camera, multi-resolution window, phase-sensitive processing, feature
extraction, deep learning, respiration rate.
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I. INTRODUCTION
Blood pressure, heart rate, body temperature, and respiration
rate (RR) are representative vital signs, which are impor-
tant elements for healthcare monitoring and prediction of
diseases. Among others, RR is closely related to other vital
signs [1] and can predict pulmonary diseases [2]. Therefore,
after the coronavirus infection (COVID-19), a lot of study on
RR prediction is being conducted.

The unit of RR is breath per minute (bpm), which is cal-
culated by counting respiratory cycles per minute. RR ranges
from 12 to 20 bpm in adults and 30 to 60 bpm in neonates [3].
In hospitals, medical staff measures RR passively by counting
abdominal and chest movements [4]. However, such a passive
method is inefficient in a busy medical field, and since it
is based on visible movements, it is difficult to accurately
measure respiration. Therefore, it is necessary to develop
a system capable of measuring continuous respiration with
high accuracy that can be used in hospitals.

In general, RR measurement approaches are classified into
contact methods and non-contact methods. Contact meth-
ods require wearing a chest belt, combining several sensors,
or indirectly using a pulse oximeter to acquire data [5],
[6], [7]. While contact methods exhibit high accuracy, their
implementation on surgical patients or patients suffering from
infectious viral diseases is difficult. In particular, in the case
of surgical patients, even contact-type invasive intubation
systems have poor reliability due to noise caused by move-
ment or sensor contact failure [5]. Also, the method of chest
impedance presents a limitation when detecting episodes
of apnea or using electro surgical unit (ESU). Therefore,
recently, to solve problems and not harm patients, studies in
a non-contact method have been proposed [6], [7], [8], [9],
[10], [11], [12], [13], [14], [15]. As a method of acquiring
respiration data in a contactless method, there are some cases
using radar sensors [6], [7], [8]. Radar sensors can obtain
data even in the lack of illumination and exhibit high pre-
cision despite being a non-contact method. However, they
react sensitively to the external environment. So, it can only
measure data accurately when the chest is exposed without
the patient’s clothing. In another way, respiration can be
measured in a non-contact method using the camera [9],
[10], [11], [12], [13], [14], [15]. The camera method is
very convenient and has the advantage of measuring respi-
ration using a smartphone or an inexpensive camera sensor.
In particular, the infrared (IR) sensors [11] or IR thermal
camera [12], [13], [14], [15]-based non-contact measurement
methods have many been proposed. Using the IR thermal
camera, it is possible to measure even in the dark condition
without any light, and the RR can be estimated from the
temperature changes in the nasal region [16], [17]. It can be
also classify patients with symptoms of COVID-19 by detect-
ing fever [18]. Emotion classification is also possible [19].
Therefore, in this paper, a thermal imaging camera was used
to acquire data in a non-contact manner.

This study aims to develop a system that predicts RR with
high accuracy, even though it is a non-contact method, so it

can be used in a virus situation and in hospitals. In addition,
there is no harm to the patient and no discomfort in wearing
sensors, and the medical staff does not have to count respira-
tion. The proposed method automatically selects the region
of interest (ROI) in the thermal image and then integrates
the image based on the time axis to extract the respiratory
signal from the pixels with the temperature change due to res-
piration. After, the respiration rate is calculated using signal
processing and deep learning. The contributions in this work
are:

• We propose multi-resolution window (MW) processing.
The respiratory signal extracted from the thermal image
has poor resolution features. So, the number of features
for frequency at time resolution was increased by using
three different windows.

• By using phase-sensitive (PS) processing, the perfor-
mance of the deep learning model we developed was
improved. After the time-frequency transform [20], [21],
[22], [23], phasor operation was applied for the fre-
quency band that includes respiration.

• Surgical patients’ data was used to confirm the feasibil-
ity of the development system in the clinical settings.

The structure of this paper is as follows: Section II arranges
related studies with the method. Section III describes the data
acquisition environment and the design of the proposed deep
learning model. Section IV presents the predicted results for
each model using clinical data. The results of the two models
proposed in this study were compared with four previously
proposed deep learning models in the field of biomedical
signal classification. Section V discusses the significance of
the proposedmethods based on the results. Finally, SectionVI
concludes the article.

II. RELATED WORK
As mentioned earlier, thermal imaging cameras, which mea-
sure temperature, were suitable for measuring respiration.
Because the inspiratory temperature was lower than the expi-
ratory temperature at room temperature. Therefore, in this
paper, we will limit our analysis to the thermal camera
system.

Abbas et al. [12] developed and analyzed a system for
non-contact respiration monitoring using thermal imaging in
a neonatal intensive care unit (ICU) in the hospital. Their
method was tested in a clinical setting using the thermal
camera, and respiration was monitored using wavelet trans-
form of time-frequency analysis. However, it was only tested
on 5-minute data of 5 people. In addition, it was only con-
ducted on premature infants. So further studies were needed
in a larger number of people and under different care setups.

Rumiński [13] was tested on a relatively large number
of 16 people. However, the accuracy of RR varied signifi-
cantly from person to person, and since the respiration rate
was calculated based on the periodicity of respiration, the
accuracy of the respiration rate was lower when there were
sudden changes in the respiration pattern or drift for signal.
Furthermore, since a 4th Butterworth filter was used to

VOLUME 11, 2023 112707



J. Choi et al.: Non-Contact Respiration Rate Measurement From Thermal Images

remove the baseline, distortion of the respiratory signal was
a concern.

Alkali et al. [14] and Shu et al. [15] followed the most
common way of estimating RR using the thermal camera.
First, the respiratory signal was extracted based on the sum
of pixels in the nose area, and noise was removed using
a Butterworth filter. RR was calculated based on the max
index in the frequency-power domain by applying a fast
Fourier transform (FFT) to the respiratory signal in the time
domain. However, since the parameter for calculating RR
from themax indexwas different for each person and retuning
was required for new data. Therefore, recently, transformed
Tompkins algorithm or deep learning method were widely
used. Table 1 summarized the advantages and disadvantages
of each method.

TABLE 1. Advantages and disadvantages of related work.

Recently, when predicting respiration in a non-contact
method, two algorithms were mostly used to calculate RR
from a respiration signal with a large signal-noise ratio
(SNR). The first was a threshold peak detection algorithm
based on the Tompkins algorithm [24], [25], [26]. If the
signal does not have a rising or falling trend, the peak
can be easily found using the threshold method. The sec-
ond method used the deep learning model based on Long
Short-Term Memory (LSTM). After increasing the features
of a one-dimensional signal using Fourier transform or
wavelet transform, the deep learning method based on LSTM
learned feature maps. Recently, instead of the time-frequency
transform, the one-dimension Convolutional Neural Network
(1dCNN) was used to design the feature maps.

The first way, Yang et al. [26] used peak detection
algorithm based on Pan & Tompkins, which uses multi-
ple filters to detect features based on a few computations.
It first detects feature regions in the processed signal and then
searches for them in the original signal, which limits its uti-
lization for rapid real-time classification and prediction. The
second way of classifying signal features using deep learning
has been used more for electrocardiogram classification than

respiration. McSharry et al. [27] used the LSTM model to
learn the time-sequence characteristics of signals and classify
the features. Pham [28] improved the detection accuracy
of signal-based features by performing classification based
on the forward time step and the backward time step of
the data. Deep learning models enable real-time processing
due to their fast classification speed but have relatively low
accuracy. When waveform features are prominent, as in an
electrocardiogram signal, they can be classified adequately
using LSTM. However, in the case of respiration, the rate and
volume of respiration vary from person to person and change
over time for the same person. Consequently, the features
are not clearly distinguished throughout the signal, resulting
in low classification accuracy. Therefore, Yildirim [29] and
Meng et al. [30] added a wavelet transform to their prepro-
cessing to amplify features and improve accuracy. Further,
recently, the 1dCNN-LSTM model [31], [32], [33], [34],
which adds a convolutional layer to the deep learning model,
has been used frequently. However, both above solutions
increase the model size significantly and only improve accu-
racy marginally.

III. PROPOSED METHODOLIOGY
In this work, our method used the bi-LSTM model to pre-
dict RR and Fourier synchro-squeezed transform (FSST) to
improve prediction accuracy. Furthermore, to prevent signal
distortion caused by high-order filters, we proposed MW and
PS processing. All data used were acquired in the operating
room. The integral image with only the temperature changes
due to respiration was used to extract the respiratory signal.
The flowchart of the methodology is depicted in Fig. 3, and
each step is elaborated in detail below.

A. EXPERIMENTAL ENVIRONMENT
Fig. 1 shows the experimental setup. The IR thermal camera
(FLIR T-420, FLIR Systems, Inc.) detects temperature with
an accuracy of±2% in the range of−20 to 650◦C. The image
capture rate is 10Hz, and the resolution is 320 by 240 pixels,
and the field of view is 25◦ by 19◦. The distance between
the patient and camera was 50 to70cm. To make the nose
box setup convenient in preprocessing, the face in the image
was placed in the center. In addition, to compare results,
the RR was measured using simplified electrical impedance

FIGURE 1. Experimental environment—Simultaneous data acquisition
with IR thermal imaging camera and EIT. (a) Data acquisition environment
in the operating room. (b) A schematic diagram of the experimental setup.
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tomography (EIT) device (ExSpiron Xi, SENZIME, Inc.) at
the same time as the thermal camera. The limits of the acqui-
sition environment of the data set are based on operating room
regulations: temperature 20 to 24◦C, humidity 50 to 55%.

B. PREPROCESSING
The raw respiratory signals can be obtained from temperature
changes in the nasal region in thermal images. First, the
integral images were made by applying the integral operation
from raw thermal images, like Fig. 2. Because the integration
operation for calculating the difference between the current
sample image and the previous sample image was applied,
only pixel values with temperature changes due to respiration
existed in the integral image. Second, the inner corners of
the eyes based on pixels with high temperature were auto-
matically found. The nose box was set to a position where
temperature changes between the inner eye canthus [35], [36].
Third, for each frame, the raw respiratory signals were
extracted by adding the pixels within the nose box. Last, a
2nd Butterworth filter was used to remove the artifacts of the
raw respiratory signal. The designed filter is a low-pass filter,
and the cutoff frequency is 1Hz.

FIGURE 2. Raw respiratory signal extraction—A series of processes to
make integral images from thermal images and extract respiratory signals
from the nasal region.

C. MULTI-RESOLUTION WINDOW SLICING
The point where the temperature of the nose part is lowest
during inhalation is called the true valley, and the point where
the temperature of the nose part is highest during expiration
is called the true peak. Except for real samples, which are
feature points of the breathing signal, samples that look like
valleys are false valleys, and samples that look like peaks
are false peaks. Our method uses all samples that look like
features and quickly classifies them through deep learning.
All feature samples exist at positionswhere the first derivative
of the signal is zero. Therefore, to detect true valley samples
with a deep learning model, MW processing is applied to all
positions where the gradient of the respiratory signal is 0.

In general, the MW is a technique for restoring the reso-
lution by applying several kernels with different sizes in the
low-resolution image [37]. However, in this study, the MW
used in a 2D image was applied to a 1D signal. MW used
three windows of different sizes in the time domain based
on the adult’s respiratory period. So, the small window
(S-window) covers almost 3 seconds and includes more than

half cycle of normal respiration. And the medium window
(M-window) covers 6 seconds and includes more than 1 cycle
of normal respiration. Last, the large window (L-window)
covers 12 seconds and includes more than 2 cycles of normal
respiration. As shown in Figure 3, since the MW was set
so that the feature sample with zero gradients was in the
center, the window between samples overlapped if there were
many feature samples in a short time. After MW processing,
Min-Max normalizationwas performed for eachwindow. The
normalization range was set from −1 to 1.

D. PHASE-SENSITIVE DATA PROCESSING
After the MW processing and normalization, the data were
transformed from time to frequency domain using a Fourier
synchro-squeezed transform (FSST) [20], [21], [22], [23].
The analysis of the FSST was performed using the Kaiser
window, and the window design was performed using the
MATLAB R2021b FSST function tool. After FSST, the fre-
quency band of interest was a band where respiration exists,
and a low frequency of 1 Hz excluding DC was selected.

PS processing was used to increase the number of
time and frequency information in the signal. When using
time-frequency transforms such as Fourier transforms or
wavelet transforms, the data was transformed into a complex
form with amplitude and phase spectrum. In the past, only
amplitude information was used in many cases, but recently,
both amplitude and phase information in image data have
been used to improve accuracy [38]. After FSST used in
the proposed method was also in the form of a complex
number Z = a+bi—real part a, imaginary part b. Therefore,
to increase the information amount of the respiratory signal,
which has less frequency information compared to other bio-
signals, phasor operation was applied to the frequency band
of interest. In other words, the data to which equation (1) was
applied was used as the input data of the deep learning model.

√
a2 + b2 × ̸ tan−1

(
b
a

)
(1)

E. CLASSIFICATION DEEP LEARNING MODEL
37 surgical patients’ data were used for training and test the
deep learning model. All data were obtained with informed
written consent from the participants. The data from 37 sub-
jects were randomly divided (Table 3). 20 patients for training
were 18 males, 2 females. 17 patients for the test were
16 males, 1 female.

To verify the superiority of the proposed techniques, six
deep learning models were designed by applying different
preprocessing methods, and training was conducted using
data from 20 subjects. Six models are Convolutional and
recurrent networks (1dCNN+LSTM) [31], Single window
LSTM (SWL) [27], Single window bi-LSTM (SWbL) [28],
Single window FSST bi-LSTM (SWbL+ FSST) [20], Multi
window FSST bi-LSTM (MWbL+FSST), Multi window
phase sensitive bi-LSTM (MWbL+PS).

VOLUME 11, 2023 112709



J. Choi et al.: Non-Contact Respiration Rate Measurement From Thermal Images

FIGURE 3. Data flow of proposed model.

Fig. 3 shows the flow of the proposed model, MWbL+PS.
MWbL+PS consists of two bi-LSTM layers. The bi-LSTM
layers consisted of 128 and 93 hidden units, and the
mini-batch size was set to 128. Based on experience, the
number of train epochs was set to 10 to avoid overfitting.
The output of the final LSTM network was transmitted to
a fully connected layer with two nodes—one representing
a true-valley and the other representing a false-valley. The
cost function of the softmax layer used cross entropy. The
classification weights of the output layer were set to inversely
proportional to the number of each class.

The other five models were the same process as
MWbL+PS until the preprocessing of selecting feature
samples. MWbL+FSST was almost the same process as
MWbL+PS, and the difference was that PS processing was
not used for MWbL+FSST. MWbL+FSST was learned by
creating feature maps using only the amplitude values of data
composed of complex numbers after FSST. SWbL+FSST
was a similar process to MWbL+FSST but applied only
S-window in the window slicing step. SWbL was not using
FSST. After preprocessing, one S-window was applied, and
the time domain data were used as input to the deep learn-
ing model. SWL used LSTMs instead of bi-LSTMs in the
process for SWbL. Last, 1dCNN+LSTM used an M-window
that includes 1 cycle of normal respiration for adults after
preprocessing. 1dCNN+LSTM used multiple CNNs instead
of FSST to extract features and was trained with 1 LSTM.

F. ANALYSIS METHODS
17 patients’ data were used for the test. To confirm the
performance of the deep learning model, a confusion matrix

was constructed, and the real label and the predicted label
were compared. The EIT data measured with the correct
answer is not the waveform of the signal but consists of the
RR calculated inside the gold standard device. Therefore, the
answer label was assigned to the extracted waveform based
on the EIT’s RR. The true positives (TP) were true-valleys for
both answer labels and prediction labels, and true negatives
(TN) were all false-valleys (no-valleys). The performance
of the model was verified respiration-by-respiration using
accuracy, precision, recall, and F1-score with the follow-
ing equations (2), (3), (4), (5). In addition, the correlation
between the true-RR measured by EIT and the RR predicted
by the proposed models was confirmed, and a Bland-Altman
analysis was performed.

Accuracy =
TP+ TN

TP+ FN + FP+ TN
(2)

Precision =
TP

TP+ FP
(3)

Recall =
TP

TP+ FN
(4)

F1score = 2 ×
Precision× Recall
Precision+ Recall

(5)

IV. RESULTS
A. DEMOGRAPHIC INFORMATION
37 surgical Table 2 shows the demographics of a dataset
in which 37 people were randomly divided into 20 and
17 people. A t-test was performed for age, height, weight,
BMI, acquisition time, and gender to confirm that there was
no statistical difference between the training and test data
(p>0.05).
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TABLE 2. Patient demographics.

TABLE 3. Model evaluation metrics.

TABLE 4. Correlation coefficient and mean-difference for each model.

B. PERFORMANCE OF VALLEY DETECTION
Table 3 shows the performance of six deep learning mod-
els designed for comparison and verification. For train-
ing data, MWbL+PS had the best accuracy, followed by
MWbL+FSST, 1dCNN+LSTM, SWbL+FSST, SWbL, and
SWL. Similarly, for the test data, the proposed MWbL+PS
model has the best evaluation values of accuracy, preci-
sion, recall, and F1-score, followed by MWbL+FSST and
1dCNN+LSTM.

Fig. 4 shows the selected feature samples, the results pre-
dicted by the six models, and the ground truth for 1 minute of
test data. There weremany points where the gradient was zero
in the denoised signal, as shown in (c). Using the feature sam-
ples found in (c), the deep learning models predicted classes
for true valleys or false valleys, and the peaks were set to
positions where the magnitude of the signal was max between
two valleys based on the predicted valley points. (d) using
1dCNN + LSTM incorrectly predicted noise as a true valley

in the temperature rise section due to exhalation. (e), (f),
(g), and (h) incorrectly predicted the noise during exhalation
as in (c), and the noise during apnea before transitioning
from inhalation to exhalation was incorrectly predicted as
the true valley. Therefore, only the result of MWbL+PS was
equivalent to the ground truth.

C. CORRELATION FOR RR
Fig. 5 is a correlation plot and Bland-Altman plot comparing
the RR measured by EIT and the RR predicted by each deep
learning model. Table 4 summarizes the results of Fig. 5.
To compare RR, we used 2minutes of data among the 10min-
utes of each patient’s data in the test and the average RR
obtained from EIT. The results indicate a strong correlation
between the proposed contactless approach and the contact
approach. For MWbL+PS, the Pearson correlation coeffi-
cient r was 0.992, the R-square was 0.983, close to 1, and the
root mean square error (RMSE) was 0.381. The correlation of
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FIGURE 4. Feature detection results of each model—(a) is the raw signal extracted from the region of interest (ROI) around the nose. (b) is a
signal from which noise is removed by applying a 2nd Butterworth filter to the signal depicted in (a). (c) shows all points (green points)
where the gradient is 0 from (b). Window processing is applied to green points. (d) shows the test results of the 1dCNN+LSTM model.
(e), (f), (g), (h), and (i) show the prediction results of SWL, SWbL, SWbL+FSST, MWbL+FSST, and MWbL+PS. (j) is the ground truth of the
signal guessed from the RR measured by EIT. In (d) to (j), the blue points are the valley region of the respiratory signal, and the red points are
the peak region of the respiratory signal, and the peaks or valleys with gray arrows are incorrect prediction errors.

MWbL+ PS and EIT was the highest, followed byMWbL+

FSST, 1dCNN + LSTM, SWbL + FSST, SWbL, and SWL.

V. DISCUSSIONS
A. SURGICAL PATIENTS’ DATA
The data used for training and test are the thermal face
images of 37 people acquired in the environment of

Fig. 1. The experimental environment was designed to
reflect the real clinical setting where spontaneous res-
piration was maintained but gradually impaired. A total
of 37 patients, including 6 transurethral resections of the
prostate (TURP) and 31 transurethral resections of the
bladder (TURB), breathed spontaneously under spinal anes-
thesia. All data consisted of patients aged 46 to 77 years,
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FIGURE 5. Correlation plot and Bland-Altman plot of each model—(a) and (b) present a correlation plot and
Bland-Altman plot for 1dCNN+LSTM. (c) and (d) present plots for SWL. (e) and (f) present plots for SWbL.
(g) and (h) present plots for SWbL+FSST. (i) and (j) present plots for MWbL+FSST. Finally, (k) and (l) present
plots for MWbL+PS, which uses MW and PS processing.

with a mean age of 60 years (Table 2), and patients who
underwent spinal anesthesia were recruited without age
restrictions. However, TURB and TURP were commonly

performed on patients with benign prostatic hyperplasia or
bladder tumors, so there are many patients over the age
of 50.

VOLUME 11, 2023 112713



J. Choi et al.: Non-Contact Respiration Rate Measurement From Thermal Images

In general, in the case of surgical patients, RR is acquired
through a patient monitor or a sensor in a ventilator. But
the accuracy is relatively low due to problems, such as the
movement of the transducer and poor contact with the sensor.
Therefore, non-contact respiration measurement based on
thermal imaging camera and deep learning can lead to high
accuracy. Since our method is a non-contact method, there is
no patient discomfort due to sensor attachment, and infection
can be prevented. In addition, since respiration can be easily
measured under the condition of Fig. 1, there is no need to
directly count the patient’s respiration, which is advantageous
in terms of convenience for medical staff.

B. PREPROCESSING
In a resting state, the respiratory period in adults is 12 to
20 breaths per minute, and abnormal respiration is defined
as less than 12 or more than 25 breaths per minute [3].
Therefore, the cut-off frequency of the 2nd Butterworth filter
was set to 1Hz, assuming the situation of 60 breaths per
minute to remove only noise without removing respiratory
features. In particular, in prior research, there was a problem
of signal distortion by using a high-order Butterworth filter
or multiple filters such as Chebyshev, Bessel, etc [14], [15].
However, since the proposed method applied MW and PS
processing, only little amount of high-frequency noise was
removed using a low-order Butterworth filter without using
multiple filters.

After removing the noise components, the positions where
the 1st derivative value was zero were selected. In the selected
feature samples, there were a small number of true valley
samples that were respiratory features and many false valley
samples that were not features. So, since the data was imbal-
anced, the performance was evaluated based on the F1-score,
a commonly used metric for evaluating imbalanced classes
(Table 3).

C. MULTI-RESOLUTION WINDOW SLICING
In this study, the MW was used to classify the feature
regions of the respiratory signals effectively from the per-
spective of the model. Based on the adult’s respiratory period,
the three windows were designed to cover at least a half
cycle, one cycle, and two cycles of steady-state respiration.
The S-window clearly showed the features of true valleys.
M-window was added to distinguish between false and true
valleys’ features. And L-Window was used to capture the
periodic features of true-valleys. After MW processing, the
Min-Max normalize was performed, for fast convergence of
the deep learning model.

D. PHASE-SENSITIVE DATA PROCESSING
After applying MW, the data was converted to the
time-frequency domain using FSST to increase the number
of frequency information. According to a paper comparing
frequency conversion methods [22], FSST uses an additional
argument ej2πηt to enable transformation without increasing
computational complexity. Further, since the phase ϕk (t) of

FSST is the form of a time derivative (dϕ_k(t))/dt , corre-
sponding to an instantaneous frequency, the transformed data
involves more phase features than other frequency transfor-
mations. After transformation, the frequency band for feature
extraction was set equal to the Butterworth filter’s cut-off
frequency and used after removing the DC component from
bands from 0 to 1Hz.

In general, only amplitude components are used, or ampli-
tude and phase components are used in different feature lines
to improve accuracy—the top lines of the feature map were
composed of amplitude, and the bottom lines were com-
posed of phase. However, when using only the amplitude
components, there was a concern that underfitting may be
caused for respiratory signals with few features. In another
way, when creating feature maps using different feature lines,
an overfitting problem for phase components may occur in
which new data cannot be properly predicted, because too
many features were extracted for one sample. Therefore,
we solved the problem with PS processing that performed
phasor operation.

E. CLASSIFICATION DEEP LEARNING MODEL
The primary contribution of this study is the classification of
respiratory feature regions with high accuracy using simple
deep learning model architecture. The proposed method out-
performed the recently utilized signal classification method,
1dCNN+LSTM. 1dCNN+LSTM consists of 4 CNN blocks
and 1 LSTM block. In the CNN architecture, convolution,
normalization, and dropout are repeated twice, and convo-
lutional residual blocks are connected to each CNN block.
In contrast, the proposed deep learning models have simple
architecture, comprising two bi-LSTM layers, a fully con-
nected layer, softmax, and classification, as depicted in the
deep learning series network in Fig. 3. The number of hidden
units is a key factor in LSTM. Generally, the number of
hidden units was set to 100 to 300 based on the features of
the given data [39], [40], [41]. Therefore, the first hidden
layer was set to 128, which was similar to the size of the
L-window. And the second hidden layer was set to 93, which
was a multiple of the size of the S-window and close to 100.
The output layer of the final model is the classification output
layer. To prevent overfitting and underfitting of imbalanced
data, the weight values that are inversely proportional to the
number of samples in each class were set.

The experimental results showed that the MWbL+PS
model performs the best, with an accuracy of 98.06 %
(Table 3). The error of 1.94% was when the nasal region was
not visible within the image frame. For example, RR cannot
be predicted in a dynamic situation in which the subject’s
head was completely turned left/right or when the medical
staff’s hand covered the nose.

The performance improvement of the proposed MW pro-
cessing was confirmed by comparing SWbL+FSST and
MWbL+FSST. Table 3 showed that the accuracy and
F1-score of MWbL+FSST were higher than SWbL+FSST.
Next, the performance improvement of the PS processing was
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confirmed by comparing MWbL+FSST and MWbL+PS.
Table 3 showed that the accuracy and F1-score ofMWbL+PS
were higher than MWbL+FSST. However, in signal process-
ing, phasor operations are known to enhance classification
performance [42], [43]. Also, the MWbL+FSST could not
predict all true-valleys, but the MWbL+PS correctly pre-
dicted all true-valleys (Fig. 4). Furthermore, in the case of
surgical patients, it was dangerous if respiration was not accu-
rately measured, so there was a difference in the performance
from a clinical aspect. Therefore, the results indicated PS
processing improved classification performance. In addition,
via the comparison of the models’ predicted RR and the
ground-truth RR, MWbL+PS showed the highest Pearson’s
r value at 0.992, and the RMSE and residual sum value of
MWbL+PS were the smallest among the six models (Fig. 5,
Table 4). Therefore, it is proved that the performance of
MWbL+PS was the best.

In related work, the most extensively used model on this
topic is the 1dCNN+LSTM. Instead of complex process-
ing, 1dCNN+LSTM adds a 1d-convolutional layer before
the LSTM neural network to extract features, resulting in
higher classification accuracy than SWbL+FSST (Table 3).
However, the performance of 1dCNN+LSTM is lower than
models with MW processing. Both the accuracy and F1-
score of MWbL+FSST or MWbL+PS are higher than
1dCNN+LSTM. Therefore, the proposed model detects res-
piration features better than 1dCNN+LSTM.

F. LIMITATIONS AND FUTURE WORKS
There are three limitations in this study. First, we only
consider integral values obtained from the nasal region to
use pixels with temperature changes due to respiration.
We excluded the mouth region because only 17% of the
world’s population breathes orally [44] and anesthetized
patients move their mouths a lot. So, in future work, RR can
be more accurately estimated by extracting raw signals, not
only from the nose but also from the mouth. However, the
proposed algorithm cannot measure RR when the respiration
region is covered by an object.

Second, the proposed method defined the nasal region by
finding the pixel with the low temperature between two pixels
with the highest temperatures. In other words, our method
used the ROI box by the manual. Therefore, noise caused by
movement is included in the signal. In future work, the per-
formance can be improved by adding an object detection and
tracking algorithm. However, since the proposed algorithm is
a non-contact method, measurement is possible only in static
situations, including slight motion. Measurements are not
possible in dynamic situations with large patient movements.
In addition, if the distance between the subject and the camera
was too far, the number of pixels occupied by the subject
in the image was small and the resolution was very low.
Therefore, the setting in Fig.1 was recommended for the
measurement environment.

Third, environmental limitations of the data exist. Only the
respiration of patients aged 40 to 70s under spinal anesthesia

was verified. Also, all data were acquired under the operating
room regulations, the temperature of 20 to 24◦ and humidity
of 50 to 55%. After, it will be possible to use it in daily life
if it is additionally confirmed whether it operates outside of
a limited environment such as an operating room or an ICU
and whether it operates in the respiration of various ages.

However, despite these three limitations, the proposed
method was still highly practical. First, the proposed method
can be applied in virus situations as it measured RR using a
non-contact manner. Especially, it can be used to measure the
respiration of patients within isolationwards, making it useful
for infection control. Second, it was more beneficial than
contact-based systems in busy clinical environments. If the
device of the proposed method is improved to display the
respiratory waveform and RR and to add the alarm for abnor-
mal respiration, medical staffs in busy clinical environments
can conveniently record and monitor patients’ continuous
respiration. Therefore, the proposed method is expected to
be utilized in virus situations, monitoring equipment in ICU
with frequent cases of apnea, gastrointestinal endoscopy, and
children undergoing MRI or CT [12], [45].

TABLE 5. Common issues in related work and the performance
advantages of the proposed method.

FIGURE 6. Predicted results of MWbL+PS in cases with signal issues—in
cases of (a) signal with trend, (b) signal with drift.
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G. PERFORMANCE IMPROVEMENTS
Related work using IR sensors or thermal camera had been
proven only for short-time data and only monitoring was
possible (Table 1, Table 5). However, since this study used
10 minutes of respiration data of patients during surgery,
the monitoring period was relatively long. Nevertheless, the
model predicted RR with very high accuracy even in situa-
tions where there was drift in the respiratory signals (Fig. 6).
We achieved excellent performance by developing MW pro-
cessing, which had not been used in signal classification and
prediction. In addition, the performance was improved by
increasing the number of frequency information of data using
FSST and adding PS processing.

VI. CONCLUSION
In this paper, we measure continuous respiration using ther-
mal facial images in a non-contact manner. The nasal region is
defined based on the inner eye canthus, which is the area with
the highest temperature in the thermal facial image. Only the
pixels with temperature changes due to respiration, identified
using integral images, are utilized. Previous methods suffered
from distorted respiratory signals and the inability to accu-
rately measure respiration due to the use of high-dimensional
filters to remove noise from the signal. However, our method
analyzes the signal in the time domain with various reso-
lutions using MW and increases the frequency information
of the signal using PS, thereby avoiding signal distortion.
Additionally, we addressed the issue of data imbalance by
adjusting the class weights in the classification layer of the
bi-LSTM-based deep learning model. So far, there has been
no case of testing long-time clinical data using deep learning
in related work. The proposed method is suitable for veri-
fying clinical feasibility because there has been no case of
testing long-term clinical data using deep learning in related
work. As a result, we achieved a performance improvement
of 4.39% on test data. It is also 2.62% better than CNN
and LSTM models combined. Therefore, the results were
promising, and the error was less than 2%.

The versatility of proposed method extends beyond respi-
ratory analysis. It can function as a key component in various
non-contact biosignal measurement and analysis systems.
Potential applications include but are not limited to healthcare
system. Themethod outlined in this paper offers a flexible and
innovative approach to emotion analysis, leveraging both res-
piratory signal and thermal imaging technology. Its potential
for integration into comprehensive emotion analysis systems
holds promise for advancing our understanding of human
emotions and enhancing various applications across multiple
domains.
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