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Abstract  

The purpose of this study is to evaluate the impact of intermediate features on FER performance. To 

achieve this objective, intermediate features were extracted from the input images at specific layers 

(FM1~FM4) of the pre-trained network (Resnet-18). These extracted intermediate features and original 

images were used as inputs to the vision transformer (ViT), and the FER performance was compared. As a 

result, when using a single image as input, using intermediate features extracted from FM2 yielded the best 

performance (training accuracy: 94.35%, testing accuracy: 75.51%). When using the original image as 

input, the training accuracy was 91.32% and the testing accuracy was 74.68%. However, when combining 

the original image with intermediate features as input, the best FER performance was achieved by 

combining the original image with FM2, FM3, and FM4 (training accuracy: 97.88%, testing accuracy: 

79.21%). These results imply that incorporating intermediate features alongside the original image can lead 

to superior performance. The findings can be referenced and utilized when designing the preprocessing 

stages of a deep learning model in FER. By considering the effectiveness of using intermediate features, 

practitioners can make informed decisions to enhance the performance of FER systems. 
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1. Introduction 

Facial expression is an observable external expression that conveys affective hints regarding changes in 

our inner states. The technique of facial expression recognition (FER) is employed in various visual tasks, 

including driver safety surveillance and video conferencing. Numerous studies have been conducted to 

improve the classification accuracy of FER. Prior to the advent of deep learning, traditional FER studies 

primarily relied on handcrafted features such as histograms of oriented gradients (HOGs) [1], local binary 

patterns (LBPs) [2], and sparse presentation [3]. 

Deep learning features have proven to be efficient in extracting important patterns from images and have 

outperformed traditional methods by a significant margin [4-8]. While deep learning-based approaches 
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achieve promising performance on frontal faces with posed facial expressions, they exhibit poor accuracy in 

FER in the wild, which refers to unconstrained environments. Most of these methods were evaluated on 

lab-controlled datasets, such as MMI [9] and CK+ [10]. However, when tested on real-world FER datasets 

like FERPlus [11], RAF-DB [12], and AffectNet [13], which contain facial features affected by various 

factors, their performance significantly degrades. 

In the unconstrained environment, some studies have demonstrated efficiency with in-the-wild databases, 

utilizing CNN structures. Georgescu et al. employed a convolutional neural network (CNN) architecture with 

handcrafted features for facial expression recognition [14]. Ruan et al. proposed a feature decomposition and 

reconstruction learning method to capture expression-specific variations and reconstruct expression features 

[15]. For basic feature extraction, they utilized ResNet-18 as the backbone network. Liu et al. introduced a 

clip-aware emotion-rich feature learning network for dynamic facial expression classification [16]. They 

employed a Deep CNN architecture for feature extraction and incorporated self-attention learning.  

In addition to CNN structures, Transformer has demonstrated superior performance in natural language 

processing [17]. Drawing inspiration from its success, researchers have attempted to apply Transformer to 

computer vision tasks, leading to the development of Vision Transformer (ViT) by applying a vanilla 

Transformer to images with a few modifications [18]. ViT has shown outstanding performance compared to 

CNN-based methods when fully trained on large-scale datasets. Encouraged by this success, ViT has also 

been applied to the FER task. F. Ma et al. utilized ViT with attentional selective function [19]. They 

employed ResNet-18 to extract both RGB images and LBP features, using intermediate features from 

ResNet-18 for the attentional selective function. C. Liu et al. proposed patch attention convolutional ViT for 

recognizing expressions with occlusion [20]. They utilized pre-trained ResNet-18 as the backbone for 

extracting intermediate facial features. 

In the previously mentioned studies, intermediate features were extracted from pre-trained CNN structures 

and used as inputs for ViT. Furthermore, some studies using CNN structures also incorporated intermediate 

features from pre-trained CNN models. Leveraging intermediate features or combining multi-level features 

from pre-trained networks enhances the representative capacity of the overall network, effectively improving 

generalization ability and recognition performance [21-22]. However, there has been limited research on 

which level of features extracted from pre-trained networks can be applied to the FER task. Therefore, this 

paper aims to investigate the impact of different levels of intermediate features on FER accuracy. The 

ResNet18, which was commonly used in previous studies, served as the backbone network for feature 

extraction, and ViT was employed for classification to verify the accuracy of FER. 

 

2. Methods 

Figure 1 illustrated the main components of the proposed method. In the FERPlus database, raw images 

were fed into a pre-trained ResNet18. At a specific layer of ResNet18, intermediate feature maps were 

extracted. A total of 4 feature maps were extracted. The extracted feature maps were utilized as inputs for 

ViT. Subsequently, ViT was trained using these extracted feature maps. In Figure 1, FM(#) represents the 

index of the extracted intermediate feature map. 
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Figure 1. Overview of the proposed method.  

 

2.1 Dataset 

 

The proposed method was trained using public facial expression dataset, FERPlus database. FERPlus 

consists of 28,709 training images and 3,589 test images. FERPlus database is composed of labels for anger, 

contempt, disgust, fear, happiness, neutral, sadness, and surprise. Due to the varying number of training and 

test images for each class, there is a class imbalance issue. To address this, we simply excluded the relatively 

low-sample classes of disgust and contempt and trained ViT using the remaining six classes.  

 

2.2 Intermediate Feature Extraction 

 

Figure 2 showed the extraction of intermediate feature maps after the first two residual blocks. The 

residual block was composed of two convolution layers, two batch normalization layers, and a ReLU 

activation function. After the residual block, there was an additional layer that combines the features before 

and after the block, followed by a ReLU activation function. The intermediate feature maps were extracted 

after the ReLU activation function following the two residual blocks. 
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Figure 2. Example of feature extraction in the first two residual blocks 

 

2.3 Implementation Details 

 

The images in the FERPlus database were resized to a size of 224x224 to match the input size of 

ResNet18. For fair comparison, we used the ResNet18 with the same weights as the backbone network. To 

assess the impact of intermediate feature maps on the accuracy of FER, ViT was trained using raw images as 

well as each individual intermediate feature. Furthermore, we compared the accuracy by using different 

combinations of the extracted feature maps as input for ViT. We also examined the accuracy when both the 

original image and the feature maps were used together as input. For the training of ViT, the learning rate 

was set to 0.005. We used the Adam optimizer [24] for training. The batch size was set to 64, and the ViT 

was trained for 10,000 steps. The proposed method was implemented using PyTorch and trained the ViT 

model using an NVIDIA GTX 1080Ti graphics card. 

 

3. Results 

3.1 Comparison between the original images and the extracted intermediate feature maps 

 

Figure 3 showed the original image and intermediate feature maps. When comparing the original image 

with the intermediate feature maps, it can be seen that the original image appears complex due to the 

presence of background, hair, or accessories, while the feature maps are simplified, highlighting the facial 

contours and clearly revealing the facial expressions. Furthermore, as the network gets deeper, the images 

become more simplified. Specifically, in FM3, it can be observed that the eyes and mouth are prominently 

activated, indicating their importance in capturing facial expressions. In the case of FM4, the simplification 

is too significant, making it difficult to discern the specific form. However, it can be observed that the facial 

region, excluding the background, is activated, indicating its relevance in capturing facial expressions. 
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Figure 3. Original image and the extracted intermediate feature maps 

 

3.2 Comparison of FER accuracy according to different input images 

 

Table 1 compared the training and test accuracy of FER according to different input images. In terms of 

training accuracy, when the original images were used as input for ViT, the accuracy was 91.32%. However, 

when using the extracted feature maps as input, excluding FM4, the accuracy was higher. The accuracy for 

FM2, FM1, and FM3 was 94.35%, 94.13%, and 91.64% respectively. In terms of test accuracy, for all input 

types, the test accuracy was lower than the training accuracy. When the original images were used as input, 

the accuracy was 74.68%. The test accuracy was highest at 75.51% when using FM2. 

 

Table 1. FER accuracy according to different input images 

Input Image Training Accuracy (%) Test Accuracy (%) 

Original Image 91.32 74.68 

FM 1 94.13 74.85 

FM 2 94.35 75.51 

FM 3 91.64 74.73 

FM 4 66.56 42.56 

 

3.3 Comparison of FER accuracy for different combinations of feature maps 

 

Table 2 compared the training and test accuracy of FER for different combinations of feature maps. The 

combination of FM1 and FM2 achieved the highest training and test accuracy of 95.32% and 76.58%, 

respectively. This achieved higher accuracy compared to when each of them was used as input individually. 

When FM3 and FM4 were input in the combination of feature maps, the training and test accuracies were the 

lowest, with values of 88.65% and 68.53%, respectively. However, they still showed higher accuracy 

compared to when they were input individually. 
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Table 2. FER accuracy for different combinations of feature maps 

Feature Map 

Combination 
Training Accuracy (%) Test Accuracy (%) 

FM1, FM2 95.32 76.58 

FM1, FM3 94.78 75.35 

FM1, FM4 93.15 73.51 

FM2, FM3 93.68 74.96 

FM2, FM4 92.68 74.01 

FM3, FM4 88.65 68.53 

FM1, FM2, FM3 94.78 76.11 

FM1, FM2, FM4 94.11 75.85 

FM1, FM3, FM4 92.65 75.36 

FM2, FM3, FM4 91.65 74.12 

ALL 93.37 74.52 

 

3.4 Comparison of FER accuracy when using both feature maps and the original image 

 

Table 3 compared the training and test accuracy of FER when using both feature maps and the original 

image. It was confirmed that utilizing both feature maps and the original image for training the ViT resulted 

in improved FER accuracy overall compared to training with each individually. When using the the original 

image and combination of FM2, FM3, and FM4 together, the training and test accuracy reached the highest 

values of 97.88% and 79.21%, respectively. 

 

Table 3. FER accuracy when using both feature maps and the original image 

Feature Map 

Combination 
Training Accuracy (%) Test Accuracy (%) 

FM1 94.52 74.91 

FM2 95.15 75.31 

FM3 95.32 75.44 

FM4 93.87 74.31 

FM1, FM2 95.32 76.98 

FM1, FM3 95.88 75.35 

FM1, FM4 94.15 74.51 

FM2, FM3 97.38 78.46 

FM2, FM4 94.68 74.31 

FM3, FM4 95.15 75.53 

FM1, FM2, FM3 96.78 76.41 

FM1, FM2, FM4 96.41 76.85 

FM1, FM3, FM4 97.05 77.17 

FM2, FM3, FM4 97.88 79.21 

ALL 96.96 77.31 

 

4. Conclusion 

The aim this study was to evaluate the effectiveness of intermediate features in deep learning for facial 

expression recognition. Feature maps were extracted from a specific layer of a pre-trained ResNet18 model. 

To validate the usefulness of intermediate features, the original images and the extracted feature maps were 
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used as inputs to the ViT to compare the training and test accuracy of FER. The experimental results are as 

follows. 

Using the extracted feature maps, excluding the feature map from the last layer, resulted in higher FER 

accuracy compared to using the original input images. This can be interpreted as the extracted feature maps 

simplifying the information related to the background, hair, or accessories, and focusing more on facial 

expressions, leading to higher accuracy compared to the original input images. 

When using a combination of feature maps as input, the combination of FM1 and FM2 resulted in the 

highest FER accuracy, while incorporating other feature maps in the combination led to lower FER accuracy. 

This indicates that the combination of FM1, which highlights edge features, and FM2, which mainly captures 

facial expression-related areas, provides ViT with the most informative features for facial expression 

classification. 

When the original image and the feature maps were used together as inputs, the combination of the 

original image with FM2, FM3, and FM4 achieved the highest FER accuracy. Contrary to the previous 

results, it was observed that including FM2 and FM3 instead of FM1 led to higher FER accuracy. This can 

be interpreted as an improvement in FER performance when the original image is used along with a 

combination of feature maps that exhibit activation in areas related to facial expressions, compared to the use 

of FM1 alone, which displays edge components in the original image. Furthermore, it was observed that 

adding FM4, which exhibits activation in the entire facial region, in addition to the use of FM2 and FM3, 

resulted in higher accuracy. Additionally, overall accuracy increased when the original image and feature 

maps were used together. This could be interpreted as the additional information from the feature maps 

providing attention during the training process, leading to improved accuracy. 

A limitation of this study is that the training and test was performed using a single database when 

evaluating the effectiveness of intermediate features. This does not guarantee the accuracy when unseen data 

with different characteristics is used as input. Subsequent research should involve training on one database 

and validating on another database to demonstrate the effectiveness of the proposed method. This approach 

would help validate the usefulness of the method across different datasets. Another limitation is that to 

address the data imbalance issue, two classes were simply ignored, which may have an impact on the overall 

performance and fairness of the model. Using augmentation techniques like RandAugment [25] or 

employing methods that enhance the generalization capabilities are expected to partially address this issue 

and potentially improve the model's accuracy. 
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