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Stability selection for LASSO 
with weights based on AUC​
Yonghan Kwon 1, Kyunghwa Han 2, Young Joo Suh 2 & Inkyung Jung 3*

Stability selection is a variable selection algorithm based on resampling a dataset. Based on stability 
selection, we propose weighted stability selection to select variables by weighing them using the 
area under the receiver operating characteristic curve (AUC) from additional modelling. Through an 
extensive simulation study, we evaluated the performance of the proposed method in terms of the 
true positive rate (TPR), positive predictive value (PPV), and stability of variable selection. We also 
assessed the predictive ability of the method using a validation set. The proposed method performed 
similarly to stability selection in terms of the TPR, PPV, and stability. The AUC of the model fitted 
on the validation set with the selected variables of the proposed method was consistently higher in 
specific scenarios. Moreover, when applied to radiomics and speech signal datasets, the proposed 
method had a higher AUC with fewer variables selected. A major advantage of the proposed method is 
that it enables researchers to select variables intuitively using relatively simple parameter settings.

Variable selection methods to determine the best subset that explains the relationship between the explana-
tory variable and the response variables have been extensively studied, especially in the high dimensionality of 
p >> n, where p denotes the number of variables of covariates and n denotes the number of samples. Many meth-
ods have been proposed, namely, the classic best-subset selection, forward- and backward-stepwise selection1, 
and the relatively recent, least absolute shrinkage and selection operator (LASSO)2. Meinshausen and Bühlmann3 
introduced stability selection, which can be widely combined with other variable selection procedures.

The basic idea of stability selection is to define a frequently selected variable as a stable variable by repeating 
the variable selection method several times on subsampled data. Stability selection is unique as it can adjust the 
upper bound of the per-family error rate (PFER), which is the expected value of the number of falsely selected 
variables. Shah and Samworth4 later combined this with complementary pair subsampling to further mitigate 
the assumption of the error bound in the PFER. Stability selection is a groundbreaking concept in variable 
selection and is currently widely used in genome research, the most representative example of a field concerned 
with high-dimensional data5–8.

Based on stability selection4 with logistic LASSO regression, this study proposes a method for selecting vari-
ables by weighing them through the area under the receiver operating characteristic (ROC) curve from additional 
modelling rather than treating all variables equally. A ROC curve is a graphical representation that depicts how 
a binary classifier system’s diagnostic performance changes when the discrimination threshold changes. Plotting 
the true positive rate against the false positive rate at various threshold levels yields an ROC curve. The area under 
ROC curve (AUC) is a metric that provides a comprehensive evaluation of the model’s prediction performance, 
ranging from 0.5 to 1 with a value closer to 1 indicating higher performance of the model’s prediction9. Consider-
ing that many machine learning problems aim to predict the binary outcomes, we thought that adding the AUC 
information into stability selection process would lead to better prediction performance.

Similar to stability selection, the variable selection model of the proposed method is repeated several times 
to calculate the frequency of the selected variable. The AUC, calculated with the models fitted by the selected 
variables, is reflected as a weight to enable variable selection to increase the prediction ability. We evaluated 
the true positive rate (TPR), positive predictive value (PPV), and stability of variable selection of the proposed 
method by comparing the stability selection through an extensive simulation study. We assessed the predictive 
ability of the proposed method using the AUC on a validation set. In addition, we used radiomics data on aortic 
valve calcium10 and speech signal data on Parkinson’s disease11 to demonstrate the application of the proposed 
method to real data.
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Background
Logistic LASSO regression.  Logistic regression is widely used to estimate the probability of a specific 
binary class or event. Generally, logistic regression is expressed as follows:

Given n collections of predictor and response pairs 
{(

xi , yi
)}n

i=1
 with a binary response yi ∈ {0, 1} and a 

predictor vector xi =
(
xi1, . . . , xip

)
 , a linear logistic regression model is written as:

where, β0 is an intercept term and β =
(
β1, . . . ,βp

)
 is the p× 1 vector of regression coefficients.

However, logistic regression cannot be applied without modification in high-dimensional settings12. 
Tibshirani2 proposed LASSO, which minimizes the negative log-likelihood function under the condition that 
the sum of the absolute values of the regression coefficients is smaller than a given constant � , a regularisation 
parameter that controls the sparsity of the estimator. Depending on the constraint of the LASSO estimator, the 
regression coefficient is reduced and some are shrunk to be zero. The LASSO estimator was proposed as a new 
estimator that simultaneously includes the features of ridge regression and subset selection of explanatory vari-
ables. Given model (1), the logistic LASSO estimator β̂�

0 , β̂
�

 is defined as follows:

Cross-validation is used to select the optimal value of � . �min is the value of � that corresponds to the minimum 
mean cross-validated error, whereas �1se corresponds to the highest level of regularization, while ensuring that 
the cross-validated error remains within one standard error of the minimum. The �1se value gives a model that 
is less complex than the model produced by �min . It strikes a balance between model complexity and prediction 
accuracy, reduces the risk of overfitting, and produces a model with fewer non-zero coefficients, which improves 
interpretability1.

Stability selection by Meinshausen and Bühlmann.  Meinshausen and Bühlmann3 proposed the idea 
of stability selection through a frequency-based stability path rather than a regularisation path in LASSO. The 
regularisation path is the given coefficient value of each variable across all the regularisation parameters, whereas 
stability paths are the probabilities of each variable being chosen after resampling the data. The unique feature 
of stability selection is that the PFER E(V) , which is the expected value of the false positive number V  , can be 
adjusted using the variable selection method.

Let S represent the set of signal variables. Ŝn refers to the set of variables selected by a statistical procedure 
with n observations. Meinshausen and Bühlmann3 demonstrate that PFER are bounded by:

where, q is the number of (unique) selected variables (or groups of variables, depending on the model) in each 
subsample and πthr is defined as the threshold for the relative frequency of selected variables. Meinshausen and 
Bühlmann3 recommend that q should be large enough to theoretically pick all S . πthr is recommended to be set 
between (0.6, 0.9) . In general, any value between (0.5, 1) is possibly acceptable (such that, for a variable to be 
regarded as stable, the variable must be selected in more than half of the fitted models).

Once the parameters are set, stability selection proceeds as follows:

1.	 For b = 1 to B:

(a)	 Pick a random subset of data with size ⌊n/2⌋,  where ⌊n⌋ is the largest integer ≤ n.
(b)	 Fit a model in which as many variables as q.

2.	 Measure relative frequencies per variable:

where Ŝ⌊n/2⌋,b denotes set of selected variables with ⌊n/2⌋ observations over bth time.
3.	 Choose the variables that meet the following criteria and define them as stable variables:

Two assumptions were required to apply the method above. First, all noise variables must have the same prob-
ability of being selected. Second, individual variable selection methods should be better than random guessing 
methods.

(1)log
P
(
yi = 1|xi

)

P
(
yi = 0|xi

) = β0 + βT
xi

argmin
β0,β

n∑

i=1

{
−yi

(
β0 + βT

xi

)
+ log

(
1+ eβ0+βT

xi

)}
subject to

p∑

j=1

∣∣βj
∣∣ ≤ �.

(2)E(V) ≤
q2

(2πthr − 1)p
,

π̂j =
1

B

B∑

b=1

I{
j∈Ŝ⌊n/2⌋,b

}, j = 1, . . . , p,

Ŝstable =
{
j : π̂j ≥ πthr

}
.
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Stability selection by Shah and Samworth.  Shah and Samworth4 proposed a modified version of 
Meinshausen and Bühlmann’s3 stability selection. First, they used two subsamples as complementary pairs by 
randomly splitting sample B times in half and using both to measure the relative frequencies per variable:

Ŝ1⌊n/2⌋,b denotes a set of selected variables with ⌊n/2⌋ observations at bth time. Ŝ2⌊n/2⌋,b is the complementary 
pair of Ŝ1⌊n/2⌋,b , which uses the other ⌊n/2⌋ observations that Ŝ1⌊n/2⌋,b does not use. Second, they proposed three 
new error bounds that can be used even if the above two assumptions3 are not shown. This can be accomplished 
by controlling the modified bounds of the “expected number of selected variables with low selection probability” 
as expressed by E

(∣∣∣Ŝstable ∩ Lθ

∣∣∣
)
 rather than controlling the PFER. Lθ =

{
j : π̂j ≤ θ

}
 represents the set of vari-

ables with a low probability of selection for Ŝ⌊n/2⌋ . Usually, θ is defined qp , which is the average rate of the selected 
variables. Three error bounds are suggested.

(a)	 None: Error bound without additional assumptions as proposed by Meinshausen and Bühlmann3.
(b)	 Unimodal: Error bound, assuming that π̃j follows a unimodal probability distribution for all j ∈ Lθ.
(c)	 r-concave: Error bound, assuming that π̃j follows an r-concave probability distribution with r = − 1

2 and, 
π̂j follows an r-concave probability distribution with r = − 1

4 for all j ∈ Lθ.

For a rigorous and thorough description of the error bounds, refer to Shah and Samworth4.

Proposed method
We propose a new variable selection method called the weighted stability selection, which weighs the variable 
frequency based on the complementary pair stability selection presented by Shah and Samworth4.

The detailed process is as follows:

1.	 For b = 1 to B:

(a)	 Divide a dataset randomly with sample size n into two ⌊n/2⌋ and n− ⌊n/2⌋ non-overlapping size 
datasets. Fit a logistic regression with LASSO penalty to each of the two datasets and select the com-
mon variables selected from the two models.

(b)	 Fit logistic regression with the variables selected in (a) to the original data.
(c)	 In the model fitted in 1(b), only the variables significant at the 0.05 significance level were re-selected, 

denoted as the set Ŝwb .
(d)	 Fit logistic regression with the Ŝwb  to the original data and calculate the AUC, denoted as ÂUCb.

2.	 Measure the weighted frequency per variable denoted as Âw
j =

∑B
b=1 ŵbI

{
j∈Ŝwb

} , where ŵb is the b th rescaled  
{
ÂUC1, . . . , ÂUCB

}
 using a min–max scaler.

3.	 Choose the variables that meet the following criteria:

where pw is the number of variables selected at least once in step 1, and α is a parameter used to adjust the 
threshold for variable selection. The procedure for the proposed weighted stability selection is summarised 
in Fig. 1.

In step 1, we added steps (b) and (c) to re-select variables selected commonly from the two logistic regression 
models with LASSO penalty fitted to two subsamples. The reason is that we tried to make variables selection even 
more stable. We observed that skipping the steps could result in an excessive number of variables being selected, 
especially in high dimensional datasets, and variable selection can vary significantly.

When calculating the weighted frequency per variable using the AUC in step 2, the AUC values were rescaled 
into the range of 0 to 1. By rescaling the AUC values, it became easier to compare the importance of different 
variables and to identify the variables that are more important to the model’s predictive performance. This step 
was essential to ensure that each variable was given a weight that reflected its contribution to the overall predic-
tive importance of the model.

In Step 3, we used a criterion based on weighted frequencies to select variables. We selected variables whose 
weighted frequency was greater than the average weighted frequency multiplied by a parameter α . The average 
weighted frequency was calculated only for variables that were selected at least once in step 1. We introduced 
parameter α in this step to adjust the threshold for variable selection based on their weighted frequency. One may 
choose an α value to select an appropriate number of variables. The recommended approach for optimizing α 

π̃j =
1

B

B∑

b=1

I{
j∈Ŝ1⌊n/2⌋,b

}I{
j∈Ŝ2⌊n/2⌋,b

}
,



j : �Aw

j ≥

��p
j=1

�Aw
j

�

pw
× α



,
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value is to start with an initial value of 0, gradually increase it by 0.1 units, and choose the value of α that results 
in the variables that fit the model with the highest AUC on the validation set.

Simulation
Simulation setting.  We set the sample size ( n ) to 200 and 500, and the number of variables ( p ) to 500, 700, 
and 1000. The number of signal variables ( psignal ) was set to 10 and 20. When generating data through the linear 
predictor, only the βj ’s of the signal variables had a non-zero value from a uniform distribution of U(0.5, 1.5) and 
U(−3, 3) , and those of the remaining non-signal variables were set to zero. Additionally, we considered event 
prevalence of 10%, 30%, and 50%.

The dependent variables are generated through a binomial distribution that follows the probability of a logistic 
function with the following linear predictor:

xi are independently drawn from Np(0,�) which are considered two settings for the covariance matrix. The 
first is the case of an independent structure in which the covariance between all variables is zero: � = I . The 
other is the case in which the covariance between all variables has a Toeplitz structure, with an interval of 0.9 
magnitudes, �kl = 0.9|k−l|, k, l = 1, . . . , p.

The stability selection4 is set with the following parameter combination settings: PFER upper bound ∈ {1, 2, 5, 10}, 
error bound assumption ∈ {r − concave, unimodal, none},πthr ∈ {0.6, 0.75, 0.9}, and B = 50 complemen-
tary pairs. Since we cannot know the number of essential variables q ahead of time, we suggest providing the 
PFERupperbound and πthr first and then let q be computed by (2). The weighted stability selection parameter α 
is set to {0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5}. As α increases, the number of selected variables decreases, 
and vice versa.

We used TPR, PPV, several stability indicators, and AUC to show the results of each variable selection method. 
TPR is the proportion of the predicted signal variables to the actual signal variables. The PPV is the propor-
tion of actual signal variables among the predicted signal variables. Stability indicators are defined as follows: 
Ŝd ⊆ {1, . . . , p} denotes the set of variables selected by the statistical procedure for the dth out of 50 simulation 
datasets. Two out of the 50 simulation data were paired to calculate stability. The two pairs are represented as du 
and dv , u = 1, . . . 50, v = 1, . . . 50, u �= v,

•	 Jaccard similarity coefficient13,14:

yi ∼ Binom

(
exp

(
x
T
i β

)

1+ exp
(
x
T
i β

)
)
,

Jaccard
(
Ŝdu , Ŝdv

)
=

∣∣∣Ŝdu ∩ Ŝdv

∣∣∣
∣∣∣Ŝdu ∪ Ŝdv

∣∣∣

Figure 1.   The whole process of weighted stability selection.
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•	 Otsuka–Ochiai coefficient13,15:

•	 Sørensen–Dice coefficient13,16:

We repeated each scenario 50 times and presented the results of TPR, PPV, several stability metrics (Jaccard 
similarity coefficient, Otsuka-Ochiai coefficient, and Sørensen-Dice coefficient), and AUC for all parameter cases 
of stability selection and weighted stability selection on a boxplot. To properly evaluate the AUC, we generated 
a validation set with the same settings as the scenario in which the variable selection was made. Therefore, we 
obtained 50 AUC values of the models fitted to the validation set using the variables selected by each variable 
selection method.

Simulation result.  Here we only presented the simulation results for four specific scenarios:

•	 Scenario 1. n = 500 , p = 1000, psignal = 20 , βj ’s of the signal variables ∼ U(−3, 3) , event prevalence = 50%, 
and the covariance structure of X = Toeplitz.

•	 Scenario 2. n = 500 , p = 1000, psignal = 20 , βj ’s of the signal variables ∼ U(0.5, 1.5) , event prevalence = 50%, 
and the covariance structure of X = Toeplitz.

•	 Scenario 3. n = 200 , p = 1000, psignal = 20 , βj ’s of the signal variables ∼ U(−3, 3) , event prevalence = 50%, 
and the covariance structure of X = Toeplitz.

•	 Scenario 4. n = 200 , p = 1000, psignal = 20 , βj ’s of the signal variables ∼ U(0.5, 1.5) , event prevalence = 50%, 
and the covariance structure of X = Toeplitz.

Figures 2, 3, 4 and 5 present the TPR, PPV, Jaccard similarity coefficient, and AUC results for each scenario. 
Sørensen–Dice coefficient and Otsuka–Ochiai coefficient have the same tendency as Jaccard similarity coefficient; 
therefore, they are not shown. The simulation results of other scenarios are provided in Supplementary material. 
However, n = 200 and event prevalence = 10% scenarios are not available. All variable selection methods have 
poor results to the point that comparisons are meaningless.

The proposed weighted stability selection shows that the TPR decreases and the PPV increases as α increases. 
When considering stability selection, every parameter, PFERupperbound , πthr , and errorboundassumption 
affected TPR and PPV. Similarly, the PPV was low if the parameter provided a high TPR. The AUC of both 
methods followed the trend of TPR. Therefore, when TPR was high, the AUC tended to be high. The proposed 
method’s TPR, PPV, and stability were comparable to the usual stability selection. As expected, the AUCs of the 
proposed method was higher and had less variation, especially when the covariance structure was Toeplitz. This 
tendency gets stronger when the bigger βj ’s of the signal variables and the more psignal.

Application
We used radiomics data on aortic valve calcium10 and speech signal data on Parkinson’s disease11 as examples 
to demonstrate the application of the proposed method in this study. Due to the large dimensionality of both 
data sets, appropriate methods for variable selection and model classifiers are necessary. We compared LASSO2 
and stability selection4 with our proposed method, weighted stability selection. Each data set was divided into 
training, validation, and test sets. In the training set, variable selection was performed using stability selection 
and weighted stability selection for each parameter shown in simulation section. The validation set was used to 
determine the optimal parameters for the stability selection (PFER) and weighted stability selection ( α ). The 
optimal parameters were defined as those that selected variables that fit the logistic regression with the highest 
AUC in the validation set. For LASSO2, we used tenfold cross-validation to select �min and �1se . The final model 
of logistic regression using the variables selected by each method was fitted on the combined data of the training 
and validation sets, and the AUC of each method was calculated on the test set.

Radiomics data on aortic valve calcium.  Aortic stenosis (AS) is developed countries’ most prevalent 
valvular heart disease. To prevent recurrent cardiovascular problems, the surgery timing in patients with severe 
AS is critical. Although echocardiography is a typical reference standard for determining AS severity, these tests 
are known to often be inconclusive. Low-gradient AS is the most common cause of inconclusive echocardiogra-
phy. Evaluating the aortic valve calcium (AVC) score on cardiac computed tomography (CT) can help ameliorate 
this. Although AVC is important in AS, it is not the sole factor influencing the severity of the condition; some 
individuals with minimal AVC are diagnosed with hemodynamically severe AS. Other parameters that deter-
mine the severity of AS include AVC attenuation, shape, symmetry, or distribution. According to a previous 
study, the severity of AS is linked to the degree of AVC and the location of the valve10.

Ochiai
(
Ŝdu , Ŝdv

)
=

∣∣∣Ŝdu ∩ Ŝdv

∣∣∣
√∣∣∣Ŝdu

∣∣∣×
∣∣∣Ŝdv

∣∣∣

Dice
(
Ŝdu , Ŝdv

)
=

2
∣∣∣Ŝdu ∩ Ŝdv

∣∣∣
∣∣∣Ŝdu

∣∣∣+
∣∣∣Ŝdv
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Radiomics refers to the extraction of high-dimensional, quantitative information from medical images in 
a high-throughput manner17. Since radiomics characteristics, such as volume, shape, texture, and high-order 
variables provide quantitative information about a region of interest (ROI) of AVC, a study of these aspects may 
produce predictive data concerning AS severity.

The entire dataset consisted of two clinical variables (age and sex) and 129 radiomic variables. Each radi-
omics variable was extracted using the AVIEW software (AVIEW Research, Coreline Soft Inc.). All radiomic 
variables are summarised in Table 1 in the Supplementary material. The total number of samples was 408 (240 
with severe AS and 168 non-severe AS), with 201 randomly assigned to the training set, 85 to the validation set, 
and 122 to the test set.

Table 1 presents the results of each variable selection method’s selected parameter settings, selected variables, 
and the fitted models AUC with the selected variables. Weighted stability selection presented a higher AUC with 
fewer parameters than stability selection and LASSO. Weighted stability selection selected 7 variables: “Sex”, 
“3D_Shape3D_SphericalDisproportion (a ratio that compares the surface area of a tumor region to the surface 
area of a sphere having the same volume as the tumor region)”, “3D_Shape3D_SurfaceArea (mm2) (the sum of 
all calculated sub areas)”, “3D_Texture_FirstOrder_Min (the minimum of a set of voxels included in the ROI)”, 
“3D_Texture_Percentile_10 (the 10th percentile of a set of voxels included in the ROI)”, “3D_Texture_GLRLM_
SRE (the texture measure of an image based on the frequency of short, uninterrupted segments of similar pixel 
values)” and “3D_Texture_GLDM_SDLGLE (the measure of how smaller gray-level values are dependent on 
each other in a joint distribution)”.

Speech signal data on Parkinson’s disease.  Parkinson’s disease (PD) is a degenerative disease that 
progresses over time and is marked by numerous motor and non-motor symptoms. It is the second most fre-
quently occurring neurodegenerative disease, after Alzheimer’s, in individuals over the age of 60. There has been 
a growing interest in developing telediagnosis and telemonitoring systems for PD that measure the motor system 
impairments caused by the disease. As vocal impairments are prevalent in approximately 90% of PD patients in 
the early stages of the disease, speech signal processing algorithms have been employed to extract useful clinical 
information for assessing PD11.

Figure 2.   Box plots of true positive rate (TPR), positive predictive value (PPV), stability index (Jaccard 
similarity coefficient) and the area under the receiver operating characteristic curve (AUC) of the weighted 
stability selection and the stability selection in scenario 1 ( n = 500 , βj ’s of the signal variables ∼ U(−3, 3)).
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Sakar et al.11 used a tunable Q-factor wavelet transform (TQWT)18,19 to extract variables from voice signals 
of PD patients, which offers a higher frequency resolution than the classical discrete wavelet transforms. They 
recorded the voices of 252 patients (188 with PD and 64 healthy) three times and extracted 752 variables from 
the recordings using other state-of-the-art variable extraction methods and TQWT speech signal processing 
algorithm. Additional details about these variables are available in Sakar et al.11. The data has 753 variables, 
including the gender variable. 145 samples were randomly assigned to the training set, 42 to the validation set, 
and 65 to the test set.

Table 2 presents the results of each variable selection method’s selected parameter settings, selected variables, 
and the AUC of the fitted model with the selected variables. Consistent with the results in section "Radiomics 
data on aortic valve calcium", the weighted stability selection achieved a higher AUC with fewer parameters than 
the stability selection and LASSO. Weighted stability selection selected 4 variables: “mean_MFCC_2nd_coef (the 
average value of the second Mel Frequency Cepstral Coefficients (MFCC) coefficient across multiple frames of a 
speech signal)”, “std_delta_delta_log_energy (the standard deviation of the change in the delta delta log energy 
across multiple frames of a speech signal)”, “std_6th_delta_delta (the standard deviation of the sixth order delta-
delta coefficients across multiple frames of a speech signal)”, and “tqwt_meanValue_dec_5 (the mean value of 
the TQWT coefficients at the 5th level of decomposition)”.

Conclusion
This paper proposes a weighted stability selection to improve stability selection. Weighted stability selection 
improves AUC prediction and enables more straightforward parameter settings.

Similar to the existing methods, the proposed weighted stability selection concentrates on frequently selected 
variables through repeated variable selection, which is accomplished by subsampling data many times. However, 
we go one step further. When calculating the selected frequency of each variable, we assign different weights 
to each variable using the AUC of the model fitted on the selected variables. Using this process, the weighted 
stability selection makes it possible that the AUC of the selected model is higher than that of the selected model 
based on the usual stability selection.

We conducted extensive simulations under various scenarios by considering the degree of n , p , psignal , βj ’s of 
the signal variables, event prevalence, and the covariance structures. The performance of the proposed method 

Figure 3.   Box plots of true positive rate (TPR), positive predictive value (PPV), stability index (Jaccard 
similarity coefficient) and the area under the receiver operating characteristic curve (AUC) of the weighted 
stability selection and the stability selection in scenario 2 ( n = 500 , βj ’s of the signal variables ∼ U(0.5, 1.5)).
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is comparable to that of stability selection in terms of TPR, PPV, and stability. The AUCs of the validation set for 
the proposed method was always higher and had a smaller variance when the covariance structure was Toeplitz. 
The excellent performance in the case of Toeplitz, a covariance structure similar to the real data, shows the value 
of the proposed method.

Using the radiomics data on aortic valve calcium10 and speech signal data on Parkinson’s disease11, variable 
selection was performed. We found that weighted stability selection produced higher AUCs with fewer vari-
ables than LASSO and stability selection. These are meaningful results because the weighted stability selection 
demonstrates that researchers who want a model with a higher AUC can use it intuitively in real situations. 
On stability selection, it is necessary to select a combination based on the understanding of three parameters: 
PFERupperbound , errorboundassumption , and πthr whereas in the case of the proposed weighted stability selec-
tion, only α is used. Researchers can easily change the number of variables selected by changing α as the purpose 
of variable selection.

While the stability selection allows the application of various variable selection methods as deductive meth-
ods, this study used an inductive approach with binary data and logistic regression. This indicates that this study 
has potential for further development. Application to other variable selection methods and other data types, 
such as survival data, are also promising areas for future research.

Software
Sample R code, together with a simulated data example, is available on the author’s GitHub page at https://​github.​
com/​yongh​ankwo​n0/​weigh​ted_​stabi​lity_​selec​tion.

Figure 4.   Box plots of true positive rate (TPR), positive predictive value (PPV), stability index (Jaccard 
similarity coefficient) and the area under the receiver operating characteristic curve (AUC) of the weighted 
stability selection and the stability selection in scenario 3 ( n = 200 , βj ’s of the signal variables ∼ U(−3, 3)).

https://github.com/yonghankwon0/weighted_stability_selection
https://github.com/yonghankwon0/weighted_stability_selection


9

Vol.:(0123456789)

Scientific Reports |         (2023) 13:5207  | https://doi.org/10.1038/s41598-023-32517-4

www.nature.com/scientificreports/

Figure 5.   Box plots of true positive rate (TPR), positive predictive value (PPV), stability index (Jaccard 
similarity coefficient) and the area under the receiver operating characteristic curve (AUC) of the weighted 
stability selection and the stability selection in scenario 4 ( n = 200 , βj ’s of the signal variables ∼ U(0.5, 1.5)).

Table 1.   Results of variable selection for four different methods using radiomics data on aortic valve calcium.

Variable selection method LASSO (min) LASSO (1se) Stability selection Weighted stability selection

Selected parameter � = 0.024 � = 0.05
PFERupperbound = 10
errorboundassumption=

′
r − concave

′

πthr = 0.6
α = 0.2

Number of variables selected 9 5 13 7

Selected variables

Sex
3D_Shape3D_SurfaceArea(mm2)
3D_Shape3D SphericalDispro-
portion
3D_Texture_Histo_Min
3D_Texture_Histo_Max 3D_Tex-
ture_Percentile_10
3D_Texture_GLRLM_SRE 3D_
Texture_GLRLM_SRHGE
3D_Texture_GLDM_SDLGLE

3D_Shape3D_
SurfaceArea(mm2) 3D_
Shape3D_SphericalDispropor-
tion
3D_Texture_Percentile_25 
3D_Texture_GLDM_DN 3D_
Texture_GLDM_SDLGLE

Sex
3D_Shape3D_SurfaceAreaToVolumeRa-
tio
3D_Shape3D_Roundness
3D_Shape3D_SphericalDisproportion
3D_Shape3D_
Longest1stAxisOnSagittal(mm)
3D_Shape3D_
Longest2ndAxisOnCoronal(mm)
3D_Shape3D_Flatness
3D_Texture_FirstOrder_Min
3D_Texture_Histo_Min
3D_Texture_Percentile_10
3D_Texture_GLRLM_SRE
3D_Texture_GLDM_SDLGLE
3D_Texture_GLDM_LDHGLE

Sex
3D_Shape3D_SurfaceArea (mm2)
3D_Shape3D_SphericalDispro-
portion
3D_Texture_FirstOrder_Min
3D_Texture_Percentile_10
3D_Texture_GLRLM_SRE
3D_Texture_GLDM_SDLGLE

AUC​ 0.906 0.902 0.895 0.914
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Data availability
The datasets used and/or analysed during the current study available from the corresponding author on reason-
able request.
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